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Abstract  
This paper present a Statistical Inductive Learning Simulator (SILS) to 

forecast the maximum daily temperature (maxdt) and the maximum daily 
relative humidity (maxrh) for the Saudi electrical company in Eastern 
Province.  Predicting and visualizing engineering parameters is an essential 
issue for the electrical company to search for modern ways to cut losses due 
to the extreme consumption of electrical energy during summer season. 

The weather data that consist of 36 daily weather records (parameters) 
were provided by Meteorological Eastern Province of Saudi Arabia 
(METEP).  SILS is a learning Abduction Induction Machine (AIM) which 
automatically models the data by training and evaluation.  The result is an 
automatic-function (input-output relationship) based on a statistical model.  
The study has stressed the use of different model settings such as Complexity 
Penalty Multiplier (CPM), number of layers, and size of layers which is a 
part of the program.  The data has been trained for different number of 
parameters and manipulated by either destruction or construction models 
until optimum model was produced. 

The predicted daily weather data of maximum daily temperature 'maxdt' 
and the maximum ralative humadity (maxrh) was provided to synthesizing 
model for four years (1990,1991,1993,1994) as training.  The desired data for 
the 'maxdt' and the (maxrh) of any day in year 1992 used for predictions.  
Error percentage was calculated based on the estimated and actual data.  

    Key words: Statistical Inductive Learning, Visualization, Complexity 
Penalty Multiplier, Prospector, Maximum Daily Temperature, Maximum 
Ralative Humadity, Synthesis, Traning, Evaluation. 
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Introduction 
Application of artificial intelligence has gained worldwide acceptance. 

The artificial intelligence falls into Knowledge-Based (Experts) Systems or 
Machine Learning Techniques or combination of both.  Treamodus research 
works have been carried out in the engineering applications using artificial 
neural networks (Jadid 2000, Jadid and Fairbain, 1996, 1998, 
SubbaNarasimha, et al. 2000) 

SILS (ModelQuest Prospector, 1997) is a machine learning tool that 
automatically abducts the network solutions to complex designs, prediction, 
and controlling.  In addition to synthesizing statistical networks, it encodes 
them into computer subroutines that can be linked with the main C program.  
Statistical networks can accurately predict complex function and substitute 
relationships that cannot be obtained by conventional statistical method. 
SILS provides a complete environment that analyze, synthesize, and encode 
statistical network. 

Local electrical companies always look for modern ways to cut losses 
due to the extreme consumption of the electrical energy.  In summer season 
between May and September the Saudi electrical company in the eastern 
province recorded many losses and occasionally shutdown of power plant 
due to high electricity consumption.  The company major facilities 
(substations and transformers and power plants) required to be maintained 
under certain temperature. Researchers, electrical engineers designers and 
planners need simulated climatic conditions, especially, air temperature and 
relative humidity during the initial design. Therefore, there is always a need 
for using artificial intelligence such as learning-machine or expert’s system 
application, to assist in predicting temperature and humidity for the 
operation. 

A historical data was used to build a prediction model. The main 
objective was to produce reliable and cheap model for the electrical 
company for both maximum daily temperature and maximum relative 
humidity for any day of year 1992 by using climatic from years data 
between 1990 and 1994.  The daily weather data was arranged for 
synthesizing process into three sets of parameters (9,18 and 36) for different 
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number of years.  The predicted data has been evaluated, tested and errors 
had been recorded in percentages. 

Mathematical Modelling 
SILS is a statistical neural network tool, which trains a set of examples, 

and predicts mathematical relationship in a set of data.  It is an excellent tool 
in modeling numeric information; for example it can perform the following 
modeling: 
1. Automatically discovers network solution of a complex problem from a 

set of examples. 
2. Maps a mathematical model of the relationship in the data. 
3. Automatically determines the best structure model, element types, 

coefficients and correlations based on the selection of the most accurate 
model without over-fitting the data. 

The module produced by the synthesis process is powerful and compact 
transformation implemented as a layered network of feed-forward functional 
elements.  The output of any given element, together with the original input 
variables, can feed into subsequent layers.  Models are trained from layer to 
layer until the model ceases to improve. The Predicted Square Error (PSE) 
(Barron, 1994) is the modeling criterion.  It is a heuristic measure of the 
expected network squared error for independent data set.  The PSE is 
derived from:  

PSE FSE KP= +         (1)  
Where: 

PSE = Predicted Square Error 

FSE = Fitting Square Error of the model for the training data. 

KP   = complexity penalty 

Where; 
KP CPM K N Sp= * ( / )2 2                                                               (2) 
Where; 

K   = the total number of coefficients. 

N   = the number of training data. 
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Sp² = a-priori estimate of the true unknown model error 
variance. 

The constants K, N, and Sp² are determined by the set of examples which 
used to train the model.  As Sp² decreases or N increases, it has the ability of 
fitting the data with more confidence and allow for more Complexity 
Penalty Multiplier (CPM).  The CPM value (ModelQuest ProspectorTM, 
1997) can be adjusted.  The default value for the CPM allows using its best 
estimate for KP value.  The CPM is a variable that can be adjusted within 
the tool.  As the value for the CPM increases the impact of the complexity 
penalty term increases. 

The default sitting values of the Complexity Penalty Multiplier (CPM), 
the number of layers and the size of layer are 1, 4 and 15 respectively.  
Several models were produced which are based on mathematical equations 
(Montgomery, Drake, 1990): 
Single element: 
w w x w x w x0 1 1 2 1

2
3 1

3+ + +( ) ( ) ( )  (3) 
Doublet elements: 
w w x w x w x w x w x x w x
w x w x x w x x

0 1 1 2 2 3 1
2

4 2
2

5 1 2 6 1
3

7 2
3

8 2 1
2

9 1 2
2

+ + + + + + +

+ +

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

 (4) 

Triplet elements: 
w w x w x w x w x w x w x
w x x w x x w x x w x x x
w x w x w x w x x w x x
w

0 1 1 2 2 3 3 4 1
2

5 2
2

6 3
2

7 1 2 8 1 3 9 2 3 10 1 2 3

11 1
3

12 2
3

13 3
3

14 2 1
2

15 1 2
2

+ + + + + + +
+ + + + +

+ + + + +

( ) ( * ) ( * ) ( * ) ( * ) ( * )
( * * ) ( * * ) ( * ) ( * * * )
( * ) ( * ) ( * ) ( * * ) ( * * )
( 16 1 3

2
17 3 1

2
18 3 2

2
19 2 3

2* ) ( * * ) ( * * ) ( * * )x x w x x w x x w x x+ + + (5) 
 
Where; 

wn = coefficients determined by SILS. 

xn = input variables. 

Single, doublets and triplets are elements with names based on the 
number of input variables.  These elements are of third degree polynomial 
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equations and doublet and triplets have cross-terms that allow interaction 
between the nodal input variables.   A typical network structure used is 
shown in Figure (1). 

 

FIGURE (1) Three layers statistical inductive learning network 

 
 

 

 

 

 

 

Simulator Application and Operation 
There are many areas that can be used to develop practical application 

models to help decision-maker, instructor, planner, marketer, predictor and 
developer in solving certain problems or helping in making decision. 
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There are only four major steps needed for application: 
1. Import data: data should be imported in the form of ASCII or rich-text 

files. 
2. Train data: manipulation and training of the data before synthesizing 

the model.  The variables could be specified as input-output; and the 
training could be fine-tuned by adjusting the setting and generation of 
the data model parameter with different values. 

3. Evaluation and performance: the unseen tested data could be 
evaluated. Histogram and specification of performance of the model 
could be obtained as graph or text file. 

4. Implementing the model: once the data used to be trained and model 
obtained, the results can be obtained by the query function as interactive 
tools or by converting the model into 'C' subroutine.  

Process for Data Preparation  
The data for 36 daily weather elements were exported to the program 

and synthesized by the network.  The trained data were divided into 3 sets of 
parameters as follow: 

Model (A)  for Nine (9) Set Parameters of Input Data   

Model (B)  for Eighteen (18) Set Parameters of Input Data   

Model (C)  for Thirty Six (36) Set Parameters of Input Data   

Different models have been generated for each set of parameters. The 
best model is the one that scores more in the synthesizing criteria.  Outputs 
are maximum daily temperature  (maxdt) and maximum relative humidity 
(maxrh) while the input are the rest of weather data for each parameters set.  
Manipulating model, synthesizing setting and data generation have been 
manipulated by selecting best models within the simulator.  Once the model 
is set with different value of CPM, number of layers and size of layers 
network then it synthesizes automatically.  Predicted models were 
developed after testing and evaluations. 
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Modeling Maximum Daily Temperature and Relative Humidity 
The data were divided into three different sets of parameters, (9, 18, and 

36). The models produced from each set of parameters data were 
manipulating by different synthesizing setting (CPM value, number of 
layers and size of layers) and trained by percentage of the total data 75% 
and 95%.  The details and explanation of the all sets of parameters and their 
statistical criteria are explained as: 

Model (A) for Nine (9) Set Parameters of Input Data   
In this model, the 1826 daily weather observations representing 9 

parameters (year, month, day maxdt, mindt, mendt, maxrh, minrh, menrh), 
were used as input to the network synthesis procedure.  Outputs are the 
maximum daily temperature (maxdt) and maximum relative humidity 
(maxrh).  Figure 2 shows input-output relationships for model (A): 

 
 

FIGUR 2.  Input-output relationships for model (A) 
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Each model of the 9 parameters set was created with different 
synthesizing setting and generated with 75% and 95% of the total training 
data.  Table 1 and 2 show the performance of the six plus optimum 
predicting models and their statistical criteria for both maximum daily 
temperature and maximum daily humidity. 
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It was observed from Table (1) for maximum daily temperature with 
75% of the total traning data that the synthesizing setting was not influenced 
the statistical criteria.  It's seen that the maximum absolute error was 2.458 
for all model synthesized with different CPM values, number of layers and 
size of layers.  However, there was good improvement when the model 
trained with 95% of the total training data except in the minimum model 
setting where a value of 2.458 was observed.  The performance for the 
maximum relative humidy as shown in Table 2, was much better and values 
of the maximum absolute error were reduced.  However, increasing the total 
percenatge of training data values of maximum error were reduced; and 
therefore more percentage of data prove better results.  The 75% of the total 
trained data consist of 1370 while the 95% consist of 1437. 
 
Figure 3 and 4 show the performance of prediction for the default models 
for the first 31 days of January 1992. 
 

FIGURE 3. Default model (A) performance synthesized  
(CPM=1, Number of Layers = 4, Number of Layer Sizes = 15)  

generated by 75% of training total data. 
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FIGURE 4. Default model (A) performance synthesized  
(CPM = 1 Number of Layers = 4, Number of Layer Sizes = 15)  

generated by 95% of total training data. 
M odel (A) for maximum daily temperature, 95%
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Model (B) for Eighteen (18) Set Parameters of Input Data   

The 1826 daily weather observations represent 18 climatic parameters 
(year, month, day, maxdt, mindt, mendt, maxrh, minrh, menrh,.... etc), were 
used as inputs.  Outputs are the maximum daily temperature (maxdt) and 
maximum relative humidity (maxrh).  Figure 5 shows input-output 
relationship for model (B). 

 
Figure 5. Input-output relationships for model (B) 

 
 
 
 
 
 
 
 
 
 
 

The 18 parameters data model was trained with different setting for 75% 
and 95% of the total data.  Table 3 and 4 show the performance of the six 
predicting models and their statistical criteria of model (B) for both 
maximum daily temperature (maxdt) and maximum daily humidity (maxrh). 
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From Table 3, it was observed that the maximum error for the maximum 
daily temperature increased from 0.0604 when the data model trained was 
with the 95% of the data for model A to 0.06112 when data model was 
trained with 95% of the data for model (B).  The maximum absolute errors 
for both the maximum daily temperature and the maximum relative 
humidity were significantly reduced using 95% of the total traning data.  
Figure 6 and 7 show performance comparison for the best two predicting 
(B) models of default CPM values for maximum daily temperature (maxdt) 
and maximum daily relative humidity (maxrh) respectively. 

FIGURE 6. Default model (B) performance for maxdt (CPM = 1, Number 
of Layers = 4, Number of Layer Sizes =15) generated by 95% of total 

training data. 
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FIGUR 7. Default model (B) performance maxrh (CPM =1, Number of Layers = 4, 
Number of Layer Sizes =15) generated by 95% of total training data 
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Model (C)  for Thirty Six (36) Set Parameters of Input Data   
The 1826 daily weather data observations for all 36 set of parameters 

(year, month, day, maxdt, mindt, medt, maxrh, minrh, menrh, …. etc.) were 
used as inputs.  Outputs are the maximum daily temperature (maxdt) and 
maximum relative humidity (maxrh). Figure 8 shows the representation of a 
input-output relationship. 

 
FIGURE 8.  Input-output relationships for model (C) 

 
 
 

 

 

 

 

 

 

 

   INPUT
 

 

         
 

        

         
 

        

 year  month  day  maxdt  mindt  mendt  maxrh  minrh  menrh

maxsp minsp mensp maxslp minslp menslp maxwbt minwbt menwbt

station maxvp minvp menscv totc/rf maxwsd minwd menwd tmaxw

 
 

         

     

OUTPUT
 

    

    maxdt
 1992

 maxrh
 1992

  



 
 
 
 

 
 

 Scientific Journal of King Faisal University (Basic and Applied Sciences)                                                  Vo.4 No.1   1424 (2003) 
                        

 

 159

 

The 36 parameters data models were trained with the same synthesizing 
setting for the 36 parameters and data trained with 75% and 95% of total 
data.  Table 5 and 6 show the performance comparison of the six predicting 
models and their statistical criteria for both maximum daily temperature 
(maxdt) maximum daily humidity (maxrh), respectively. 

From Table 5, for the maxdt, the maximum error reached to 40408% for 
shorter time duration (8 sec or 3 min), while it reached 1150% for longer 
time (3 hours) for 95% of the total data.  From Table 6, for maxrh, it was 
observed that the maximum error reached up to 1000% or different time and 
percentage of the total data. 

From the Tables 5 and 6 it was observed that the statistical criteria 
deteriorated and the error was extremely large (reached up to 1000% for the 
absolute maximum error).  The time of synthesizing of model took 4 hours.  
There was slight improvement in the absolute average error where it’s 
decrease from 61.018 for the 75% total data to 31.987 when model trained 
with 95%.  

Evaluation  

The overall evaluations of the three models are shown in Table 7.  It was 
found that the 9 parameters predicting model score the best statistical 
criteria.  A linear relationship for input-output was produced in the 9 
parameter prediction model (A).  A nonlinearly parameters was introduced 
for models B and C. SILS seek to set functioning relationship with the 
variables been added.  However, when the SILS tried to fit curve within the 
given inputs-output of a doublet and triplet relationships that were 
introduced in the network synthesizing, confusion took place as result the 
input-output functioning relation was deteriorating in model (B), and (C).  
Figure 9 shows the elements relationship of each prediction model. 
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It was observed that the 9 parameters set produced the optimum model 
(model A).  Manipulating the synthesis setting and data training percentage 
(75% and 95%) produced the improvement of the optimum model.  It was 
previously found that CPM value did not affect the predicting model in the 9 
parameters (model A).  There was slightly improvement in model (A) 
during implementing the setting.  When the model was tested the result 
became excellent with error set in the formula.  

Figure 9 and 10 represent both the optimum maximum daily temperature 
(maxdt) and maximum relative humidity (maxrh) respectively for January 
1992. 
 

Figure 9. Optimum model performance  
for maximum daily temperature 
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Figure 10. Optimum model performance  
for the maximum relative humidity 

 

 

 

 

 

 

The results obtained for model (A), was exported to Statistical 
program (Statistica 1995) to visualize the performance in three dimensional.  
The desired and the predicted results for both  (maxdt and maxrh) are shown 
in Figures 11 and 12.  

FIGURE 11.  Surface plot for the performance of model (A). 
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FIGURE 12. Surface plot for the actual data derived from MEPA  
for the maximum temperature and maximum relative humidity. 
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Conclusion and Further Study  
SILS provided accurate prediction of the two required values of the 

weather elements, maximum daily temperature and maximum relative 
humidity.  SILS proved to be a reliable statistical inductive learning 
network.  It was found that optimum model and result could be improved 
and even the error reduced.  Management utilities within the program can 
manipulate the data to fine-tuning the network performance.  The following 
are some recommended to carries future work: 
1. The data to be trained should be a good representation of the problem 

that need to be solved (i.e. the input variables have relation of output 
variables.)  

2. The data to be trained should be adequate; that the statistical model 
produced has the ability to construct good automatic function 
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relationship regarding input-output model. 
3. Statistical model improves and works better with large data. 
4. Break the problem into different parameters for testing models.  

Optimum final model should be based on the evaluation of synthesizing 
specifications (i.e. standard deviation, mean square root, maximum 
absolute error…. etc). 

5. Begin with default synthesize setting as more complex model do not 
give good result (depending on the data), because sometimes functioning 
relationship degrading with high complexity of model synthesizing (low 
value of CPM). 

6. Investigate data before modeling using third party graphical applications 
(ID5, Statistica, Mathcad).  It is advised to visualize data in multi-
dimensional graphs rather than in tabulated numbers form.  

7. Develop the management utilities of the SILS in way that experimenter 
could export the trained and evaluated data in a third party graphical 
applications (i.e. Statistica, ID5). 

8. Update information to maximum utilization of the predicting model. 
9. Further development of study is to develop a model use the 

extrapolation by predicting temperature and relative humidity for 
individual days. 
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