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ABSTRACT

Biodiesel is a blend of mono-alkyl esters utilized as an alternative to traditional diesel fuel. It is produced by transesterifying vegetable oils or animal fats with
light alcohol. This study valorizes two Euphorbiaceae plants, fatropha curcas\. and Ricinus communis L., which can thrive in the most arid lands and withstand
harsh weather conditions. Their mature seeds can produce a significant amount of vegetable oils through a simple heating process in methanol, resulting in
biodiesel with a shallow sulfur content. Selecting these two plants as energy crops is justified by their readily available seeds containing non-edible high-energy-
value oils with properties comparable to diesel. The encouraging findings show that the resulting biodiesels closely resemble petrodiesel in fuel characteristics,
making them suitable substitutes for fossil diesel, meeting ASTM D6751 and EN 14214 standards.
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1. Introduction

The demand for biodiesel as a viable alternative to conventional fossil
fuels and natural gas has increased drastically over the last few years,
negatively affecting its price. Based on data from the International
Energy Agency (IEA), the worldwide biofuel market has seen a 6%
increase in 2022 compared to the previous year, resulting in a volume
of 9,100 million liters per year (Razak eral, 2024, Elboughdiri er al,
2023). This growth is primarily attributed to the rising consumption
of renewable diesel, which constitutes the highest proportion of this
annual expansion (Razak er al, 2024). As a result, the search for
alternative renewable (organic materials) and sustainable (low-
carbon) energy sources, including biofuels, has gained significant
importance in most countries (Rosak—Szyrocka et al, 2023, Anekwe
etal,2023). Lignocellulosic plant biomass is a promising alternative
to petroleum, as it is a biodegradable renewable energy source, and
its production does not contribute to the increase in greenhouse
gases. Lignocellulosic biomass refers to plant or plant-derived matter
not used for human consumption or animal feed, mainly including
agricultural residues, crops for energy production, and waste biomass
(Nanda eral, 2015).

Ricinus communis L. is a shrub native to Africa. The ideal growing
parameters for castor beans include loamy to sandy loam soils
alongside a temperature range of 20 to 30°C (Naik, 2018, Pina er al,
2005). Nevertheless, this species has the potential to acclimatize,
including tropical, subtropical, and semi-arid regions, demonstrating
aremarkable capacity to withstand harsh environmental factors such
as elevated temperatures and limited water resources. Castor oil
contains a high percentage of ricinoleic acid, which imparts excellent
lubricity and oxidative stability, making it ideal for biodiesel
applications. Additionally, castor plants require minimal agricultural
inputs, grow in marginal soils, and are not directly competing with
food crops, addressing the food vs. fuel debate. At present, the oil
derived from the seeds of this plant possesses a wide range of
applications (Saadaoui er af, 2017, Chakraborty and Chatterjee,

2020, Tenorio-Alfonso er al, 2019, Neme er al, 2022). These
applications encompass various uses such as hydraulic oil, color
driers, emulsifiers, varnishes, pharmaceuticals, organic soil
amendments, biological pest control, and the manufacture of
polymers and dyes (Gliige er a/, 2020, Thombare er al, 2022).
Additionally, it is worth noting that biodiesel production is another
prominent utilization of this oil (Oner and Altun, 2009, Zhu er al,
2023).

Jatropha curcas L., another oil-bearing plant species native to Central
and South America, has been spread worldwide, especially in African
and Asian countries (Taddese, 2014). /. curcas (Euphorbiaceae) can
reach a height of up to 8 meters in specific regions and has a lifespan of
over 50 years. The seeds of /. curcasare non-edible and contain 21% oil
and 79% unsaturated fatty acids (UFAs). Its oil is particularly rich in
UFAs, which enhance the cold flow properties of biodiesel, a critical
attribute for operational efficiency in low-temperature conditions.
Moreover, /. curcas thrives in drought-prone and nutrient-poor soils,
requiring minimal water and fertilizer inputs, making it an economically
and environmentally sustainable choice for biodiesel production.

The two cultivars selected for this study have the main agronomic
advantage of being resistant to drought and semi-arid climates. They
can also grow in relatively poor soils. Irrigation is not a problem for
them as they are low-water-demanding species and require minimal
fertilization and maintenance (Chakraborly and Chatterjee, 2020,
Resul er al, 2012, Mouahid er al, 2017, Lateef and Ogunsuyi, 2021,
Kibazohi and Sangwan, 2011).

Compared to first-generation biodiesel feedstocks, such as palm or
soybean oils, which are associated with deforestation and high water
usage, and second-generation sources, such as waste oils or animal
fats, which face limitations in availability and oxidative stability, /.
curcas and R. communis oils offer superior agronomic and chemical
properties for sustainable biodiesel production.

Transesterified biodiesel made from /. curcas L. and R communis L.
oils could solve some problems with biofuels made from other
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sources, like first-generation oil, used cooking oils, and animal fat
waste. These alternative sources have exhibited limitations regarding
cold flow properties and oxidative stability, leading to storage
complications (Keera er al, 2018, Tapanes er al, 2008). This research
aims to formulate biodiesel from /. curcasand R. communisvegetable
oils using the transesterification technique, transforming free fatty
acids and triglycerides (TGs) into methyl esters (MEs) and glycerol.
The resulting MEs were characterized and tested as biodiesel in diesel
engines.

2. Experimental

The vegetable oils (from /. curcas L. and R. communis L)) were
extracted, purified, and subsequently underwent various analyses to
determine their physicochemical characteristics, including density,
viscosity, water content, refractive index (RI), acid value (AV),
saponification value (SV), and iodine value (IV). The analyses used the
French Technical Standards (Memon er a/, 2024, Patil et al, 2024).

2.1. Extraction and Purification of the Studied Oils:

The seeds were sorted, separated, and dried in a well-ventilated shaded
area for 48 hours. They were then oven-dried at 80°C for 12 hours to
remove residual moisture before grinding into a fine powder using a
mortar and pestle. The powdered seeds (50 g) were placed in an
extractor cartridge, and petroleum ether (250 mL, solvent-to-seed ratio
5:1 w/v) was used as the solvent. The extraction was performed using
a Soxhlet apparatus at a constant temperature of approximately 60°C
(near the boiling point of petroleum ether) for 6 hours. After extraction,
the solvent-oil mixture was collected in a flask and evaporated using a
rotary evaporator set to 50°C under reduced pressure. Based on seed
weight, this process yielded approximately 36.5% and 40.2% oil for /.
curcas|. and R communis\....

2.2. Oil Extraction Performances:

Immediately after the extraction, both oils were centrifuged twice at
1300 rpm for 16 minutes each to remove debris.

2.3. Transesterification reaction:

Transesterification is the chemical conversion of ester molecules into
different ester molecules by exchanging alkyl groups. This reaction is
commonly used in biodiesel production, where TGs (esters) are
converted into FA alkyl esters (biodiesel) and glycerol. Potassium
hydroxide (KOH) is a catalyst commonly used in transesterification
reactions. It helps to speed up the reaction and improve its efficiency.
The optimal amount of KOH and methanol required for the
transesterification reaction depends on various factors, including the
type of feedstock, desired conversion rate, and reaction conditions.
The catalyst concentration used was 1.5% (w/w) of the total oil
weight. The molar ratio of methanol to oil used in the reaction was
6:1. The reaction temperature was set to 60°C, and the reaction time
was 3 hours to ensure complete transesterification. The yield of the
reaction was calculated using Equation (1):

R(%) =7 x 100 )

where: m, is the mass of biodiesel, and m,; is the mass of oil.

mp

2.4. Preparation of Date Palm Kernel Ash (DPKA):

Date palm kernels were soaked in water for 24 hours, thoroughly
rinsed to remove impurities, and finally air-dried for a few hours
(Dalila er a/, 2024, Badawi er a/, 2023, Manzoor er al, 2023). The
kernels were pulverized using a grinder to obtain a homogeneous
mixture. Subsequently, the mixture was incinerated in an oxidizing
atmosphere at 900°C using a muffle furnace of this type (Nabertherm

B180, Germany) until complete combustion of the organic matter
occurred. The diameter of the date palm kernel ash (DPKA) particles
is approximately 100 pm. DPKA is chosen as a catalyst for its eco-
friendly nature, low cost, and rich content of alkaline oxides like
potassium oxide (K20), which are effective in catalyzing the
transesterification reaction. DPKA offers several advantages over
conventional catalysts, such as its sustainable production from
agricultural waste and its ability to reduce the environmental impact
of biodiesel production. Compared to chemical catalysts like KOH,
DPKA has been shown to provide comparable biodiesel yields under
milder conditions, making it a promising alternative for green
biodiesel production. These ashes are used as natural catalysts in the
transesterification reaction.

3. Results

3.1. Physicochemical properties of Jatropha curcas and
Ricinus communis oils:

Vegetable oils, such as those of /. curcas and R. communis, exhibit
diverse physicochemical properties essential for various applications.
These properties encompass specific gravity (or density), kinematic
viscosity (typically determined at 40°C), calorific value (CV), AV, SV,
and RI. The specific gravity provides insights into the density of the
oils, influencing their behavior in different environments, particularly
in biodiesel production, where it affects mixing with alcohol and
separation efficiency. Kinematic viscosity indicates the oil flow
characteristics, which are crucial for their processing in engines or
industrial machinery, influencing the efficiency of biodiesel
production and other chemical applications. CV denotes the energy
content of the oils, directly impacting their potential as biofuels and
renewable energy sources. A higher CV indicates more excellent
energy content, making the oils suitable for use in alternative fuels.
The AV shows the oils' free fatty acid content, which affects their
stability and suitability for consumption or industrial use. Oils with a
low AV are more stable and less prone to oxidation, enhancing their
shelf life and usability in food or cosmetics. SV measures the oils'
average molecular weight, influencing their functionality in soap
production, where a higher SV indicates better soap formation
potential. RI provides information on the oils' optical properties,
facilitating their identification and quality assessment in various
applications, such as cosmetics and pharmaceuticals. Understanding
these physicochemical properties is fundamental for optimizing the
utilization of /. curcas and R. communis oils across diverse sectors,
including energy, agriculture, and healthcare. The physicochemical
properties of /. curcasand R. communis oils are listed in Table 1.

Table 1: Physicochemical features of Jatropha curcasand Ricinus communis oils.

Parameter J. curcasoil R. communis oil
Volumic mass (kg/m’) 899.2 855
Carbon residue 0.64 -
Cetane index 510 530
Flash point (°C) 240 224
Distillation point (°C) 295 310
Sulphur (%) 0.13 -
Vg 39926.38 70883.95
Pour point (°C) 8.0 2.6
Fusion point (°C) -10 -12
Kinematic viscosity at 40°C(cSt) 50.73 226.2
Solidifying point (°C) 2.0 -10
SV (mg KOH/g) 192.64 174.6
IV (gl,/100g) 97.65+1.10 87.03+3.50
Ester index 184.1+0.71 172.7+1.34
Rlat 30°C 1.470 1.473
Impurities (%) 44331 1.0882
AV (mg KOH/g) 8.54+0.20 1.90+0.007
Palmitic acid (%) 42 1.8
Stearic acid (%) 6.9 0.78
Oleic acid (%) 431 42
Linoleic acid (%) 343 37
Ricinoleic acid 0.00 87.7
Other acids (%) 14 1.8

CV: calorific value, SV: saponification value, IV: iodine value, RI: refractive index, AV: acid value.
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3.2. Biodiesel Synthesis (Transesterification Reaction):

3.2.1. Catalyst characterization

The contents of magnesium, phosphorus, sodium, potassium, and
calcium were analyzed using X-ray fluorescence (XRF). The
percentage of these elements in mg per 100 g sample was
determined, as shown in Table 2.

Table 2: Mineral Composition of the Natural Catalyst (Date Palm Kernel Ash).
| Mineral elements | Mg P | K Na Ca |
| Content in (mg/100g of ash) | 46.66 | 183.27 | 125.60 | 46.65 | 395.19 |

3.2.2. Reaction Yield

In transesterification reactions, the methanol quantity and the
catalyst selection are critical parameters demanding precise control.
These components play pivotal roles in the efficient conversion of
TGs into biodiesel. Catalysts expedite the transesterification process
and facilitate the formation of MEs. Various catalysts can be
employed, such as KOH, potassium carbonate (K,CO;3), and date
stone ashes. The choice of catalyst is contingent upon several factors,
including reaction conditions, availability, and cost.

The yield of the transesterification reaction varies depending on the
plant species, the metabolite content within each species, and the
solvent’s nature and polarity used in extraction or fractionation
processes (Figure 1).

Figure 1: Yields of (a) Ricinus communis methyl ester oil (RMEO), and (b) fatropha curcas methyl
ester oil (JMEO), obtained aftert

fication in the presence of methanol and a catalyst
(either K2CO3 or KOH).
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The reactions were carried out using 100 g of oil with methanol in a
6:1 molar ratio of methanol to oil, and 2 wt% K2CO3 or 1 wt% KOH
as catalysts.

3.3. Properties of the Biodiesel Obtained from R.
communis’ and J. curcas' oils:

Characterizations included density, viscosity, CV, and flow rate
measurements. Table 3 summarizes the characteristics of the

biodiesel obtained from the transesterification of /. curcas” and R.
communis oils, including test methods, results, and comparison with
ASTM D6751 and EN 14214 standards (Sidohounde er a/, 2018,
Ahmad eral, 2014, Hamdy er al, 2022).

Table 3: Physicochemical features of the biofuel.

Characteristics Test Method Result | ASTM D6751 EN 14214
ME (% wt) EN 14103 98.8 - >96.5
Oxidation Stability at 1710°C (h) EN 141112 30 - >6
Density at 15°C (kg/m3) ASTM D 1298 871 860-900 820-860
Density at 30°C (kg/m3) ASTM D 1298 862 - -
Flash Point (°C) ASTM D 93 >120 >130 >101
Water content (ppm) EN 12937 279 - <0.05
AV (mg KOH/g) ASTM D 664 0.29 <0.5 <0.50
1V (g12/100g) EN 141111 56 - <120
Linolenic Acid ME (% wt) EN 14103 0.08 - 12
Methanol content (% wt) EN 14110 0.01 - <0.20
Monoglyceride (% wt) EN 14105 0.20 - <0.80
Diglyceride (% wr) EN 14105 0.04 - <0.20
Triglyceride (% wt) EN 14105 0.00 - <0.20
Free Glycerin (% wt) EN 14105 0.02 - <0.02
Total Glycerin (% wt) EN 14105 0.07 - <0.25
Cloud Point (°C) ASTM D 2500 20 -3t012 101

AV: acid value, IV: iodine value, ME: methyl ester.
The results provided apply to biodiesel obtained from Ricinus communismethyl ester oil (RMEO) and
Jatropha curcas methyl ester oil JMEO).

3.4. Fourier transform infrared (FTIR) Analysis of R.
communis Methyl ester Oil (RMEO) and /. curcas’
Methyl ester Oil (JMEO):

Figure 2 and Table 4 show the Fourier transform infrared (FTIR)
analysis spectra of biodiesels (RMEO and JMEO).

The peaks at 2955 and 2855 cm” are assigned to the symmetric and
asymmetric stretching of CH, bonds, respectively. The peak at 2925
cm™ shows the symmetric stretching of the CHj; group. The
absorption peaks between 1300 and 1500 cm’ represent the angular
deformation of CH, and CHj; groups. The peak at 720 em’ s
attributed to the asymmetric planar deformation of the CH, group.
Biodiesel is a mixture of MEs with both long and short chains. Thus,
the primary signature distinguishing biodiesel production from diesel
isits 1743 and 1169 cm™ absorption, related to the stretching modes
of the ester functional groups -C=0 and -COC, respectively. Another
distinctive feature of biodiesel production is related to saturated and
unsaturated ME compounds, whereas diesel fuel consists primarily of
saturated hydrocarbons. Consequently, biodiesel displays absorption
at3018and 1652 cm™, reflecting the alkene functional groups =C—H
and —C=C, respectively.

Figure 2: Fourier transform infrared (FTIR) analysis spectrum of R. communis’ methyl ester oil
(RMEO) and J. curcas methyl ester oil (JMEO).

- JMRO
- RMEO

Absorbance Units
®

4000 3500 3000 2500 2000 1500 1000 500
Wavenumber cm-1

Table 4: Identified Chemical Bonds by Fourier transform infrared (FTIR).

Wavenumber (cm™) Chemical Bond

2955 Asymmetric stretching mode of CH,

1500 and 1300 Angular deformation of CH, and CH;
720 Asymmetric planar angular deformation of CH,
3018 =C—H stretching mode in alkene
2925 Symmetric stretching of CH; in alkane
2855 Symmetric stretching of CH, in alkane
1743 Stretching of —C=0 in ester
1652 Extended —C=C of alkene
1169 Stretching of —COC in ester

4. Discussion

Table 1 provides an overview of the composition of /. curcas crude oil,
revealing that it contains 11.1% saturated fatty acids (SFAs) and 77.4%
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UFAs. On the other hand, R Communiss oil seeds contain
approximately 50 to 70% oil, specifically TGs, which consist of 2.3%
SFAs and 87.7% UFAs (Fatma er al, 2023). R. communis's oil has a high
viscosity, a moderately high density, and moderate saponifiability. It
may be kept at 0°C and 10°C (refrigeration). According to the results
presented in Table 2, the ashes of Deglet-Nour date palm kernels are
rich in mineral matter. The predominant element is calcium, which is
present as calcium oxide (CaO). Since CaO is essential, it reacts with
methanol to make the methoxide anion (CH307). This anion acts as a
nucleophile, speeding up the transesterification reaction (Kouzu and
Hidaka, 2012, Avhad and Marchetti, 2015). The yield (conversion rate)
of JMEO and RMEO obtained through transesterification was 85.33%
and 74.9%, respectively, when KOH was used as the catalyst (1%) but
was 76.89% and 83.63% when K,CO; was used as the catalyst (0.5%)
(Figure 1). These data mean that KOH is a better catalyst than K,CO; for
producing biodiesel from /. curcas’s oil, whereas K,CO; is a better
catalyst than KOH for producing biodiesel from R. communis’s oil.
Density measurements reveal that both biodiesels exhibit lower
densities than crude oil, indicating successful transesterification and a
potential reduction in viscosity (Table 3). This reduction in density
suggests improved flow characteristics, which is desirable for efficient
fuel usage. The cetane index (Cl) denotes the ignition quality of a fuel,
typically increasing with the number of carbons and decreasing with
the number of unsaturated carbon bonds (Ramalingam et al, 2023,
Achille er a/, 2023). Variations in the Cl between JMEO and RMEO
reflect differences in the number of carbons and unsaturated carbon
bonds in each biodiesel. Other properties, such as oxidation stability,
flash point, water content, AV, and glyceride content, fall within the
acceptable range according to ASTM D6751 and EN 14214 standards.
These results indicate the suitability of both biodiesels as alternative
fuels and the potential of /. curcasand R. communis oils as renewable
sources for biodiesel production, contributing to sustainable energy
solutions.

The reaction mechanism of transesterification using KOH and K,CO,
as catalysts can be described in several steps:

(] Catalyst Activation: The reaction begins with the activation of the
catalyst in the reaction medium, typically methanol. For KOH, it
dissolves in methanol to form CH30™. In the case of K,COj, it reacts
with methanol to form CH30™ as well, but the reaction also produces
carbonic acid (H,COs), which decomposes into carbon dioxide (CO,)
and water. CH30™ is the crucial active species in the reaction that
attacks the TG.

o Acyl Exchange Reaction: In this step, CH30™ acts as a nucleophile,
attacking the glyceride molecule (TG). The nucleophilic attack occurs
atthe carbonyl carbon of the ester group in the TG, displacing the fatty
acid chain (RCOOH). This leads to the formation of a ME (biodiesel)
and the release of glycerol as a byproduct.

(] Reverse Reaction: The glycerol produced in the previous step can
sometimes react with another methanol molecule. This can lead to a
TG molecule regeneration and water formation. However, this reverse
reaction is generally negligible because glycerol is only sparingly
soluble in methanol, and the equilibrium favors the formation of
biodiesel and glycerol.

®  Approved Catalyst Range: Catalyst concentrations within the
optimal range promote efficient catalysis. For KOH, concentrations
between 1% and 2% provide the best biodiesel yield. Similarly, K2CO3
concentrations between 0.5% and 2% are adeqaute. These
concentrations ensure optimal catalyst activation, thus increasing the
rate of the acyl exchange reaction. Furthermore, the available TGs are
maximally utilized, yielding higher biodiesel.

° Catalyst Excess: Exceeding the recommended catalyst
concentrations can produce undesirable consequences. An excess of
KOH or K2COs3 can react with free fatty acids (FFAs) in the oil, forming
soap through saponification. This is an unwanted side reaction, as the
soap formed can create emulsions and hinder biodiesel separation.
Moreover, excess catalyst can leave residues in the final product,
necessitating additional purification steps to meet quality standards.

Using Deglet-Nour DPKA as a natural catalyst in the
transesterification reaction resulted in a miscible (homogeneous)

mixture, with the ash powder suspended in the reaction medium.
This indicates that the ash was not dissolved in the medium.
Dissolving the ash allows its active compounds to fulfill their role as
catalysts and promote the transesterification reaction (Saetiao er al,
2023, Chutia and Phukan, 2023, Tobio-Pérez er a/, 2021).

5. Conclusions

Vegetable oils are prominent renewable and sustainable energy
sources, though their direct use in diesel engines necessitates specific
modifications due to unique physicochemical properties deviating
from standard parameters. In contrast, biodiesels derived from these
oils closely emulate petrodiesel regarding physicochemical
characteristics, offering advantages such as lower toxicity,
biodegradability, high calorific values, and reduced greenhouse gas
emissions.

The physicochemical properties of /. curcas and R. communis oils
prove suitable for energy use, except for viscosity, which remains
high. Nonetheless, this limitation can be mitigated through
transesterification. Basic or acid transesterification is the most
common process for converting vegetable oils into biodiesel due to
its simplicity and cost-effectiveness. However, meticulous control of
methanol quantity and catalyst type is pivotal for efficiently
converting TGs into biodiesel.

In transesterification, methanol reacts with TGs in vegetable oils or
animal fats, transforming them into methyl esters (biodiesel). The
stoichiometric ratio of methanol to TGs, typically 3:1, ensures
complete conversion and minimizes unreacted methanol in the final
biodiesel product. While date seed ashes may exhibit catalytic activity
during combustion, their efficiency as transesterification catalysts
may be lower than that of conventional catalysts such as strong bases
or enzymes.

The resulting biodiesels closely resemble petrodiesel in fuel
characteristics, making them suitable substitutes for fossil diesel,
meeting ASTM D6751 and EN 14214 standards. Limitations include
the lower efficiency of date seed ash as a catalyst than conventional
catalysts, the persistence of high viscosity in oils despite
transesterification, and the high consumption of methanol, which can
increase costs and environmental impact. Future research should
focus on enhancing catalyst efficiency, optimizing reaction
conditions, and exploring alternative feedstocks like waste oils.
Investigating alternative alcohols for biodiesel production and
conducting life cycle assessments would further improve
sustainability and cost-effectiveness.
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ABSTRACT

The concept of the Internet of Things (IoT) has fundamentally redefined the connectivity landscape by integrating physical devices with the Internet for data
exchange. The Web of Things (WoT) takes this integration a step further by embedding loT devices within the web, thus facilitating their interoperability.
However, the inherent complexity of WoT architecture requires a layer of abstraction to simplify development and integration. Patterns and reference
architectures (RAs) provide such an abstraction, modeling solutions for recurrent problems within this domain. In this paper, we aim to develop an RA for the
WoT ecosystem. We use architectural patterns to build the RA of the WoT. Here, we present the WoT gateway pattern, which provides a clear and adaptable
framework for integrating diverse loT devices, ensuring seamless communication and functionality within the broader web ecosystem. The purpose of this pattern
is twofold: to ensure the interoperability of WoT implementations and to serve as a foundational guide for developers navigating the multifaceted challenges of
WoT system design. The pattern also paves the way for building an RA for loT environments.
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1. Introduction

The Internet of Things (loT) has revolutionized how we interact with
the physical world through interconnected devices and systems. It
encompasses a wide array of technologies that enable devices to
collect, exchange, and act on darta, often with minimal human
intervention. However, as the loT landscape expands, it has also
become a complex web of proprietary systems with significant
interoperability challenges. To address these issues, the Web of
Things (WoT) has emerged as a unifying layer designed to enable
interoperability across various loT platforms and domains by
leveraging web technologies.

The WoT seeks to create a cohesive ecosystem where loT devices can
communicate seamlessly, regardless of the diverse protocols and
standards they may employ. Its integration into loT architecture
introduces a new level of standardization and interaction, allowing
devices to effectively communicate, share, and act upon data. This
approach is expected to mitigate existing loT challenges, such as
siloed ecosystems (Nedeltcheva and Shoikova, 2017) and lack of
uniformity (Achirei eral, 2020), by providing a common ground that
fosters innovation and simplifies the development of loT solutions.
The application of WoT is particularly significant in ensuring that as
the number of loT devices grows, they can operate in harmony,
creating more intelligent and responsive environments.

This paper introduces a pattern for WoT architecture as a
foundational step toward building a reference architecture (RA) for
the WoT ecosystem. The intended audience includes system
architects and system designers. Patterns have been instrumental in
modeling various virtualized environments (Alnaim er al, 2019;
Alwakeel eral, 2019a; Syed and Fernandez, 201 8), offering solutions
to recurring design and architectural challenges. They address
common problems such as flexibility (Alnaim er al, 2019),
heterogeneity (Fernandez and Hamid, 2015), and elasticity (Syed er
al, 2016). Furthermore, RAs have proven effective as tools for
abstracting complex systems that often lack clear semantics.

Implementing an RA for WoT aids in understanding the system's
functionality and identifying potential vulnerabilities. Over time, this

RA could evolve into a security reference architecture (SRA) by
incorporating misuse and security patterns addressing potential
threats and vulnerabilities within the system. Despite this potential, a
noticeable gap exists in the application of patterns to WoT. While loT
architectures provide general frameworks, WoT's unique challenges
require more precise modeling.

The primary contribution of this paper is the development of a
comprehensive RA for the WoT. This RA simplifies the integration and
management of loT devices across different platforms and protocols
while enhancing interoperability and scalability. The WoT
architecture defines an abstract architecture based on modular
building blocks applicable across diverse application domains. This
abstract architecture, as described by the World Wide Web
Consortium (W3C), is not prescriptive but descriptive, emphasizing
interoperability and complementing existing loT standards rather
than replacing them (Lagally eral, 2023).

The remainder of the paper is structured as follows: Section 2
provides the background of WoT architecture, patterns, and RA.
Section 3 presents a pattern for WoT. The paper concludes with
insights and directions for future research.

2. Background
2.1. Web of Things

WoT architecture, developed by the W3C, is a conceptual framework
designed to foster interoperability among disparate loT devices and
platforms (Lagally eral,2023). At its core, WoT aims to integrate loT
with the World Wide Web, establishing a uniform way to
communicate across various protocols and data formats. The
architecture leverages web standards to create a common interface,
with the goal of making loT devices as accessible and interactive as
web pages and services. This approach enables developers to build
cross-platform applications and facilitates efficient communication
between devices, regardless of their underlying hardware or software
specifications.

The WoT architecture comprises several key components (Lagally er
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al, 2023). At the forefront are WoT Thing Descriptions (TDs), which
serve as the loT equivalent of web pages. TDs provide a standardized,
machine-readable format for describing the metadata, properties,
interaction affordances, security requirements, and events associated
with loT devices. Another critical component is the WoT Binding
Template, which extends TD functionality by defining how the
abstract interactions described in TDs are implemented over various
communication protocols. This ensures that devices not only
communicate but do so in a consistent and comprehensible manner
across diverse network environments.

Complementing these components are WoT Discovery mechanisms,
which facilitate the dynamic detection and integration of devices
within the loT ecosystem. These mechanisms enable the automatic
identification and configuration of new devices as they join the
network, significantly simplifying the process of expanding and
maintaining loT systems. Together, these components form the
backbone of the WoT framework, promoting a seamless,
standardized, and scalable approach to IoT device interoperability
and management.

2.2. Patterns

A pattern is essentially a solution to a recurring problem within a
specific context (Buschmann er al, 2001). Software patterns, such as
design and architectural patterns, are instrumental in developing
systems that are both flexible and extensible. Security patterns focus
on constructing secure systems by detailing methods to manage
threats, address vulnerabilities, and implement necessary security
measures (Fernandez er al, 2016). Similarly, misuse patterns offer
insights into how attacks are executed from the attacker's
perspective. They specify the conditions conducive to an arttack, the
required security measures, and methods for gathering forensic data
post-incident (Alnaim, 2022).

In this paper, patterns are used to define the principal components of
the WoT. Patterns serve as a robust mechanism for articulating
comprehensive solutions that encompass not only software but also
hardware and physical elements that collectively form ecosystems.
These patterns are typically structured as templates with designated
sections. In our approach, we adopt the POSA (Pattern-Oriented
Software  Architecture) template (Fernandez, 2013). The
documentation of these patterns may include UML modeling
techniques and formal language descriptions to ensure clarity and
precision.

2.3. Reference Architecture

A RA serves as a conceptual blueprint for one or more domains,
focusing on architectural aspects without addressing specific
implementations (Angelov er al, 2012; Avgeriou, 2003 and Cloutier
etal,2010). AnRA is designed to outline the core components of a
system and their interactions, providing an architectural framework
tailored to a specific domain. Key attributes that enhance the utility
of RAs include configurability, extendibility, and reusability
(Avgeriou, 2003). Beyond class and sequence diagrams, an RA may
include a collection of use cases (UCs) and a set of roles (R)
corresponding to its stakeholders or actors (Pankowska, 2015).

RAs can be categorized into various types, such as those for the
technology domain, which details platforms and design artifacts
(Angelov er al, 2012); those for the application domain, which
describe different types of applications; and those for the problem
domain, which are similar to domain models but tailored for software
solutions. Stakeholders of an RA may include groups, individuals,
organizations, and systems that have a vested interest in the system
and influence its design and development (Avgeriou, 2003). To
enhance its security features, an RA can be transformed into an SRA

by integrating security patterns that address and mitigate identified
threats (Avgeriou, 2003 and Alnaim er a/, 2022).

3. Related Work

Numerous studies have been conducted to develop and refine the
architecture of WoT. Guinard er a/ (2010) detailed a resource-
oriented architecture rooted in RESTful principles. Zhang, Cheng, and
Ji (2012) introduced a Social WoT framework that merges RESTful
web services with social networking elements. Guinard (2011)
further advanced the field by proposing a four-layered WoT
application architecture aimed at streamlining the development of
applications involving smart devices. He also illustrated client—thing
interaction through a sequence diagram, though his proposed
architecture could benefit from a deeper exploration of its
components and their interconnections. Mainetti eral (2015) offered
an architectural approach that includes mechanisms for discovering
devices and virtualizing them outside their physical network.
However, these architectures tend to be conceptual and lack detailed
semantics.

Additionally, Manta-Caro er al (2024) discussed the new
opportunities and challenges brought by loT and WoT, particularly in
the field of information retrieval. They proposed architectural
solutions to manage the vast data generated by interconnected
devices. The use of architectural patterns has also become prevalent
invarious technological contexts, providing targeted solutions within
specific ecosystems. Alnaim er a/, (2019) and Fernandez and Hamid
(2015) applied patterns to model the network function virtualization
architecture. Syed er al (2016a) utilized patterns within Fog
Computing to address particular challenges, while Hashizume er al
(2012) extensively employed patterns to tackle architectural issues in
cloud environments.

4. A Pattern for Web of Things Gateway

(] Intent: To enable interoperability and standardized interaction
among diverse loT devices and services in various application
domains.

° Context: Within the loT ecosystem, devices and services must
communicate  effectively  regardless of their underlying
implementations and across multiple networking protocols.

° Example: John's home contains various loT devices, including a
Bluetooth-enabled smart door lock, a Wi-Fi-connected TV, and smart
lighting that operates on ZigBee. The diversity in communication
protocols means each device requires its own specific application for
control, complicating the management process. Currently, there is no
unified standard that allows all these devices to be controlled
seamlessly through a single application or platform.

(] Problem: IoT devices vary widely in their implementations and
communication protocols, creating a heterogeneous ecosystem. To
facilitate smooth and effective interaction between these devices, it is
crucial to ensure interoperability across this diverse landscape.

The solution is influenced by the following forces:

1. Compatibility: Maintaining compatibility among an ever-
growing number of loT devices is a significant challenge. As
new models and versions are released, they must
communicate and function with older devices without
requiring frequent upgrades or replacements.

2. Scalability: As loT ecosystems expand in terms of both the
number of devices and the volume of data generated,
scalability becomes a critical concern.

3. Interoperability: loT devices vary in their platforms and
protocols. Ensuring seamless interoperability among
heterogeneous devices remains a core challenge.

4. Discoverability: In an loT ecosystem, devices frequently join
and leave the network. Automatic discovery and integration of
new devices are essential for maintaining an up-to-date and
responsive system.

5.  Resource Constraints: loT devices often have limitations in
processing power, memory, and energy, which complicates
the implementation of complex communication protocols
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and data processing tasks.

6.  Security: loT devices often collect and transmit sensitive data.
Ensuring security and privacy is crucial, but the diversity of
devices and protocols makes it difficult to implement uniform
security measures.

° Solution: Utilize the WoT building blocks, which support describing
network interfaces for loT devices and services, define
communication protocols, and facilitate the discovery, consumption,
and exposure of loT devices ("Things").

o Structure: Figure 1 presents a UML class diagram for WoT
architecture. A "Thing" represents one or more physical loT devices
within a network responsible for collecting data and performing
actions. Things can interact with other Things. A node device, which
could be an edge, fog, or cloud server, manages the interactions of
multiple Things. Each Thing is described by its own TD, which
provides a machine-readable vocabulary for defining the physical
device. TDs can be implemented over multiple protocols, each
requiring a different Binding Template.

The WoT Discovery mechanism manages TDs for various devices.
When a device (Thing) is discovered, its TD is retrieved by the WoT
Discovery component, allowing clients or services to understand the
capabilities and interaction affordances of the discovered Thing. The
WoT Discovery component also communicates with the Node to
register new devices joining the network and to query devices based
on specific criteria.

In this case, the Node may act as a client to the discovery service when
searching for new devices to manage or integrate. Users can send
commands to Things via the API, enabling interaction and control
within the loT ecosystem.

Figure 1. Class diagram of the WoT pattern

1 * 1
API Node

User

1 1

Thing * Thing
Description Discovery

-

*

Binding
Template

(] Dynamics: This section delves into the operational aspects of the WoT
architecture to elucidate how the various elements of the WoT
architecture interact and coordinate in practical scenarios through
illustrative sequence diagrams. Two UCs are presented: one in a Smart
Agriculture System and the other in a Health Monitoring System.

4.1. Use Case-1 (UC1): Unified Device Management

Summary: This scenario demonstrates how diverse Thing devices are
unified under a single management platform by utilizing
the Node, which aggregates access to all the Things'
properties. Figure 2 presents a sequence diagram for this
UC.

Actor: User
Precondition: The Node is pre-configured with all connected Things.

Description: Several IoT devices are installed in a user's premises and
are ready to be utilized.

1. The user launches a unified application (e.g., a mobile application)

designed to communicate with the Node, which serves as the central

point for device management in the home.

The user sends a request to a Thing device to perform a task.

3. The Node forwards the formatted commands to the Thing devices.

4. The Thing devices acknowledge the completion of the commands
and send confirmation to the Node.

5. The Node relays the acknowledgment to the user.

N

Postcondition: Requests sent to the diverse Thing devices are
fulfilled using one unified control management platform.

Figure 2. Sequence diagram for the use case "unified device management"
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4.2. Use Case-2 (UC2): Adjust Irrigation

Summary: This scenario illustrates how an loT moisture sensor
autonomously monitors soil moisture levels and
activates an irrigation process through a smart
ecosystem when necessary. Upon detecting low
moisture, the sensor's data prompts either user
intervention or an automated response, triggering an
irrigation controller to hydrate the soil. In this case, the
scenario highlights how a controller initiates an
irrigation request based on predefined rules within the
Node. Figure 3 provides the sequence diagram for this
UcC.

Actor: loT sensor

Precondition: The loT sensor monitors soil moisture levels and
detects that the soil moisture is below the predetermined threshold.

Description:

1. After measuring soil moisture, the sensor (a Thing) detects that the
moisture level is below the predetermined threshold.

2. The sensor sends the measurement data to the Node.

3. TheNode, utilizing WoT Discovery, identifies the sensor and retrieves
its TD to interpret the data format and meaning.

4. TheNodesends acommand to the irrigation controller, activating the
irrigation system.

5. Theirrigation controller sends a confirmation or status update back
to the Node.

Postcondition: The Node provides the user with reports about the
soil moisture level.

Figure 3. Sequence diagram for use case "adjust irrigation”

‘ Sensor ‘ Node .M Thi'.ng. Controller
Discovery Description

1. detects_moisture_ M
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2. send_data(); H
3. retrieve_properties();, |:| H
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3. retrievé_properties();

4. send_command();
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4.3. Use Case-3 (UC3): Smart Emergency Response
System
Summary: This UC illustrates a Smart Healthcare Monitoring System
that leverages the WoT architecture to enhance patient
care by continuously monitoring health metrics through
connected medical devices in a healthcare facility.
Actors: loT sensor, medical staff

Precondition: All IoT medical devices are operational and connected
to the WoT gateway, with the system configured to monitor and
respond to specific health metric thresholds.

Description:

1. loT health sensors (e.g., heart rate monitors and blood pressure
sensors) continuously collect patient data and transmit it to the WoT
gateway.

2. The WoT gateway analyzes the incoming data against predefined
health thresholds. If abnormalities are detected, it triggers alerts to
medical staff and initiates necessary medical protocols.

3. Based on the analyzed data, automated adjustments to medical
devices may be performed, such as modifying oxygen levels or
administering medication through connected dispensers.

4. In critical conditions, the system automatically alerts emergency
medical teams and provides detailed patient data to facilitate a rapid
response.

Postcondition: Appropriate medical responses are executed.
® Implementation

To understand the implementational aspects of WoT, we need to
delve into its ecosystem and the possible scenarios where Thing
devices are connected and implemented. Figure 4 shows a schema
diagram of the WoT ecosystem. The ecosystem contains various
heterogeneous loT devices, some of which can be connected to each
other, allowing for direct communication and collaboration.

The devices can be implemented through edge or fog computing to
optimize data processing and decision-making closer to the source of
data generation, while others are implemented directly in the cloud
for broader data analysis and storage. Some devices are owned by
companies, indicating their integration into business operations,
while others are owned by individuals. All devices are connected and
controlled by WoT (i.e., a web browser), ensuring standardized
interactions and seamless interoperability across this diverse device
environment.

Figure 4. Schema diagram of the WoT ecosystem

Fog/Edge

owned|by

conngcted to

I Thing Device

: |Thing Device Thing Device ‘ |Thing Device | |Thing Device |
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A notable example of WoT implementation is the Mozilla WebThing
Gateway (Bolar, 2020), a smart loT gateway that emphasizes
interoperability and security. It plays a crucial role in connecting
various loT devices, allowing them to communicate and interact
effectively in a standardized manner. The gateway serves as the
central point of interaction for devices in the WoT network,
resembling the Node class in our pattern.

o Known Uses

This section highlights real-world applications of the WoT, illustrating
its practical utility and adaptability in addressing complex challenges
across various domains. These examples provide insights into how

the WoT pattern enhances functionality, interoperability, and
efficiency in diverse loT systems.

One example is Greenhouse Horticulture, which utilizes various
sensors and facilities (such as heaters, CO2 generators, and sheet
controllers) connected to a gateway and managed via the cloud. This
system employs WoT architecture and WoT TDs to optimize
environmental conditions, including temperature, humidity, and
CO2 concentration, for plant growth. It demonstrates the application
of WoT in agricultural technology (Matsukura and Kamiya, 2019).

Another example is in education, where an loT remote lab enables
students to interact remotely with various loT devices as part of a
practical course (Korkan, 2020). This setup includes robotic arms,
conveyor belts, motorized sliders, and sensors for atmospheric data.
The course allows students to build mashup applications, deepening
their understanding of WoT technologies. These applications
leverage the WoT TD and Scripting API, providing hands-on
experience in controlling physical devices and verifying actions via
video streams. This UC emphasizes the importance of standardized
resource sharing in educational settings (Steinhorst and Korkan,
2020).

Lastly, the Eclipse Thingweb Project leverages W3C WoT standards to
create loT solutions that are both scalable and interoperable.

Key features of this implementation (Eclipse Foundation, ThingWeb)
include:

1. Device Description: Utilizing standardized formats to describe device
information, capabilities, and data schemas. This ensures that devices
can be understood and managed consistently across different systems.

2. Device Integration: Providing connectivity for devices via various loT
protocols under a uniform interface. This approach enables diverse
devices to communicate effectively, regardless of their underlying
protocols.

3. Device Description Validation: Ensuring consistent metadata for
devices across directories, which is crucial for maintaining the
accuracy and reliability of device information.

4. Application Development: Offering a web browser-like runtime for
developing portable loT applications. This feature allows developers
to create flexible, headless applications suited for various loT scenarios.

5. Other Services: Including several libraries, tools, and services such as
node-wot for building loT devices, a playground for TD validation, and
Online Things for simulating loT devices. This project provides a
comprehensive set of tools for developers to build interoperable loT
solutions while maintaining flexibility in their development choices.

o Consequences

This pattern provides the following advantages:

1. Compatibility: Utilizing TDs as a uniform interface allows
devices with different models and versions to interact without
direct compatibility issues.

2. Scalability: Employing the Node as a central point to manage
connections and data flow between a vast number of Thin
devices enables the system to scale effectively. By offloading
device management and communication handling to Nodes,
which are designed to efficiently process and route messages
across the network, the architecture supports a growing
ecosystem.

3. Interoperability: Leveraging Binding Templates alongside WoT
TDs defines how devices communicate over various protocols.
This setup ensures that devices can not only exchange data but
also interpret and act on the information received, regardless of
the underlying communication standards.

4. Discoverability: Implementing dynamic discovery mechanisms
within the WoT Node allows it to automatically detect new
devices and their services based on their TDs. This facilitates the
seamless addition and integration of devices into the ecosystem,
enhancing system responsiveness and user experience.

5. Security: Integrating security protocols directly into TDs and
enforcing them through the Node ensures robust system
protection. This includes specifying authentication mechanisms,
data encryption methods, and access control policies within TDs,
ensuring all interactions with and between devices adhere to
predefined security standards.
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®  Related Patterns

1. Cloud Ecosystem Pattern (Syed and Fernandez, 2018): lllustrates the
dynamic interaction between loT devices and various components of
ecosystem patterns within the cloud infrastructure.

2. Gateway Pattern for Integrated loT Systems (Tekinerdogan and
Koksal, 2018): Presents several gateway patterns integrated into loT
systems, including one focused on web services.

3. Design Patterns for the Industrial Internet of Things (lloT) (Bloom eral,
2018): Describes communication protocols for lloT applications.

4. An Ontology Design Pattern for loT Device Tagging System
(Charpenay eral, 2015).

5. A Pattern for Secure loT Thing (Fernandez er al, 2007): Presents a
pattern for adding security to loT devices.

5. Comparative Analysis

In this section, we present a detailed comparative analysis to examine
the key components that play pivotal roles in the WoT architecture ,
specifically focusing on API, Node, Thing, TD, Thing Discovery, and
Binding Template. This focused approach enables a direct
comparison of how each architecture incorporates and supports
these essential elements, highlighting areas where our architecture
provides significant improvements or novel contributions.

As shown in Table 1, our architecture offers a more robust and
flexible API, capable of supporting a diverse range of protocols and
data formats, compared to the basic or RESTful-focused APIs in other
architectures. The Node component, which is largely undefined in
other works, is a key feature of our architecture. It enables
sophisticated network operations and local data processing, which
are crucial for real-time loT applications.

Moreover, our architecture enhances the management and
interoperability of Things by providing advanced features for
autonomous operations and dynamic, detailed descriptions. This
ensures seamless integration and operability within loT ecosystems,
representing a significant advancement over the simpler object
management and static descriptions seen in the compared
frameworks.

Additionally, the automated Thing Discovery mechanisms in our
architecture support dynamic loT environments, in contrast to the
manual or socially enhanced methods in earlier models. Furthermore,
the Binding Template in our architecture supports a variety of
communication protocols, offering greater adaptability than the
more limited implementations found in other studies.

Table 1. Comparison of the proposed architecture with the existing architecture

Architectural . Guinard er | Zhangeral, . Mainetti er al,
e Our Architecture a1, (2010) (2012) Guinard (2011) (2015)
) ResTulapy | RESTRIAPIS - prcrriapt | Limited AP
AP for device . integrated with .
for basic X focusing on scope focused
API management and N social . K
S N device ) device primarily on
data interaction . . networking . I
interaction interaction | device discovery
features
i
managing network [ Not explicitly | Not explicitly Not explicitly . g
Node L o X A devices outside
communication defined defined defined

and processing their physical

network
Basic Thin;
Thing integrati s
. . . integration
management with [ Basicsmart | Enabled Things AN 8
. 3 . Basic Thing without
Thing communication Things with limited X
. ! management extensive
and control integration | control features
management
features
features
Thing descriptions i Structured
. . . Descriptions -
Thing to facilitate Basic static | . . descriptions for .
L2 . o - integrated with - Not emphasized
Description interoperability | description application
. social profiles
and automation development
Discover Discover; Advanced
over ey Enhanced N
mechanisms with [ mechanisms . discovery
Thing discovery . i
. support for based on Not emphasized [ mechanisms for
Discovery . through social . R
dynamic RESTful . . virtualized
? X interactions X
environments services environments
Templat Moderate
emplates
. P X Basic binding binding -
Binding supporting X L . Not explicitly .
N usingweb | capabilities with ) Not emphasized
Template multiple protocols defined

standards | afocus onweb

and data formats R .
integration

6. Conclusions and Future Works

This research presents an architectural pattern for the WoT, an area
that has, until now, lacked precision in its modeling approach. The
framework developed here not only aligns with the intricate
requirements of the WoT environment but also enhances its
interoperability and efficiency. The architecture proposed in this
study is intended to serve as a foundational guide for future WoT
architectures, providing a replicable and scalable approach for
integrating the vast array of loT devices into the web ecosystem.
Additionally, the pattern lays the groundwork for creating a
comprehensive RA for the IoT/WoT ecosystem.
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ABSTRACT

The most significant challenge in the security of information and communication networks is the escalating number of malware types, followed by the search for
appropriate methods to protect systems against them, which is one of the most critical concerns of programmers and information security specialists, along with
the prompt recognition and identification of methods to combat malicious effects, such as malware. The purpose of this study is to use static and dynamic analytic
approaches, as well as first- and second-order texture statistics, to detect and classify multi-class malware. The most important conclusions reached were that the
order texture statistics approach provides better results than traditional methods (decision tree algorithm and naive Bayes algorithm) in terms of improving
precision, detection rate and false alarm rate, indicating the algorithm's efficacy in cyberattack detection systems.
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1. Introduction

In recent years, one of the most significant challenges in the security
of information and communication networks has been the escalating
number of malware types, followed by the search for appropriate
methods to protect systems against them, which is one of the most
important concerns of programmers and information security
specialists. Malware consists of viruses, worms, trojans, adware,
spyware and ransomware that disrupt system function, spy, steal
private information and constitute a hazard to users and operating
systems (Dutta et a/, 2022). Malware is increasing at an alarming
rate, prompting computer security specialists to develop new
methods for protecting computers and networks. The builders of
computer viruses utilise polymorphic strategies to create viruses with
mutable internal structures. A popular technique for detecting
malware is to compare the signature of the studied file to the
signature of known dangerous programs (Aslan and Samet, 2020).

Nevertheless, this technique is ineffective in identifying unknown or
novel malware types. Hence, traditional methodologies, including
static and dynamic analysis, are used. Static analysis analyses
malware without executing it and disassembles the code to find
unusual actions. Typically, static analysis recovers opcodes. That
indicates code functionality, function calls performed by executables
or dangerous APl call sequences, while dynamic analysis executes the
code in a controlled environment to detect malicious behaviour.
Dynamic analysis looks for system calls made by malicious programs,
negative file actions, registry modification records or suspicious
networks. Both static analysis and dynamic analysis are used to detect
malware (Han era/, 2019).

In the topic of virtual security, to create security in a computer system,
intrusion detection systems (IDS) are required, in addition to firewalls
and other intrusion prevention equipment, so that if an intruder gets
past the firewall, antivirus and other security equipment and intrudes
the system, it can be diagnosed, and a solution can be devised to deal
with it. There are three ways to categorise IDS: detection technique,
architecture and a response to an incursion. Methods of intrusion
detection include the detection of anomalous activity and misuse
(signature-based detection). There are several architectures for IDS,
which may be roughly categorised into three groups: host-based,

network-based and distributed IDS (Singh and Singh, 2014). In this
paper, we used detection systems for computer network attacks,
focusing on multi-class malware classification using order texture
statistics to improve effectiveness. We used the min—max ascending
method to evaluate the KDD-Cup99 dataset and analyse the accuracy
of network attack detection based on device characteristics. This
paper aims to examine the features of multi-class malware and
identify them using first- and second-order texture statistics methods.
In addition, the accuracy of multi-class malware detection is also
expected to be improved compared to traditional methods, such as
decision tree (DT) and naive Bayes (NB) algorithm.

2. Order Texture Statistics

Order statistics refer to the statistics obtained from the ordered values
of a sample; they are instrumental in non-parametric statistics and
fundamental in various statistical analyses. Moreover, order statistics
help in analysing life data and failure times; the distribution of order
statistics can be derived from the parent distribution of the sample.
Order texture statistics are used in image processing and computer
vision to analyse and characterise textures within images; these
statistics can be categorised into different orders based on the
complexity of the statistical measures (Arsenault er a/, 2011).

2.1. First-Order Statistics

These involve basic measures, such as mean, variance and histogram
of pixel intensities. They do not consider the spatial relationship
between pixels. The first-order statistic or smallest-order statistic is
always the minimum of the sample, that is, X(l) =
min {X;, . .., X,}

2.2. Second-Order Statistics

These include measures such as the co-occurrence matrix, which
captures the frequency of pixel pairs with specific values occurring at
a certain distance and orientation. It helps in understanding the
texture’s spatial structure. Similarly, for a sample of size n, the nth-
order statistic (or largest-order statistic) is the maximum, that is,
Xy =max {Xy,. . ., Xy} (Hung eral,2019).
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2.3. Higher-Order Statistics

These involve more complex relationships between three or more
pixels. They can capture intricate patterns and are useful for more
detailed texture analysis. For X;, . ., Xy, iid continuous random
variables with P.D.F (f) and C.D.F (F), the density of the order
statistic (k™) is as follows (Arsenault er a/, 2011):

o= (L) Fr-ra-rert )

To assess the performance of the order texture statistics algorithm
and verify its correctness, we used the evaluation criteria outlined
below.

TP: This is the number of correctly recognised features.
TN is the number of wrong features that are correctly recognised.

FP: Itis the number of correct features that are incorrectly recognised
as false.

False negative (FN): This is the number of false features that are
falsely recognised as correct.

FN is the case where something is mistakenly classified as negative
even though it is positive. In simpler terms, it is a case where a test
incorrectly identifies a condition as absent when it is present.

Accuracy: It is the ratio of the number of correctly classified samples
to all samples, which is calculated using the following equation:

p ~ TP+ TN ,
Couracy = Tp {FP+ FN + TN @)

Precision: It is the ratio of correctly classified positive samples to all
available positive samples.
Precisi TP 3)
recision = ———

TP + FP
Recall: It is the proportion of positively identified samples to the total
number of positive samples. It should be noted that some of the
samples that have been diagnosed as positive are wrong and included
in the FN collection (Viswanath and Krishna, 2021).

TP

Recall = m (4)

2.4. NB

NB, a highly adaptable probabilistic machine-learning algorithm,
demonstrates remarkable efficacy across a diverse spectrum of
classification tasks. From filtering spam and unwanted messages to
categorising documents and predicting sentiment, this algorithm
consistently delivers precise outcomes. Its robust foundation in
Bayes’ theorem empowers it to accurately assess the likelihood of a
hypothesis based on available evidence, making it a valuable tool for
various applications. According to Bayes’ theorem, the posterior
probability distribution is given this way:
P(fla).P(a)

Palp) =~ ®)
The probability of (B), given that () is true, is denoted as P (| ).
P (@) and P(f) represent the independent probabilities of (&) and
(ﬁ) Assuming attributes are conditionally independent given the
class, for attribute value data, this assumption results in the following:

Pl = | [P ©)
i=1

This is where (8;) is the value of (i*") attribute in (), and (n) is the
number of attributes.

k
P = | [P P@Ic) @
i=1

This is where (k) is the number of classes and (C;) is the (ith) class.
Formula (1) can be calculated by normalising the numerators on the
right-hand side of the equation (Webb et a/, 2010).

2.4.1. NB Classifier

The NB classifier is a probabilistic model based on Bayes' theorem. It
assumes that all features are independent (hence ‘naive’). Despite this
assumption, it performs remarkably well in many applications,
particularly text classification. The classifier works by calculating the
probability that a given feature set belongs to a particular class and
then chooses the class with the highest probability. It is fast, simple
and efficient for large datasets. This makes it popular in spam filtering,
sentiment analysis and recommendation systems. While it may not
capture all complexities, its simplicity often leads to surprisingly
accurate results. There are several variants of naive Bayes, including
multinomial naive Bayes, Gaussian naive Bayes and Bernoulli naive
Bayes. Each variant makes certain assumptions and works for
different data types (Sammut and Webb, 2017).

2.5. DT

This non-parametric, supervised learning algorithm is handy for
classification and regression tasks, allowing users to visualise the
decision-making process clearly and intuitively. By structuring data in
this hierarchical format, DTs facilitate the identification of optimal
choices based on available information. This approach enhances
transparency and encourages informed decision-making, making ita
valuable asset in numerous fields (Pathak er a/, 2018).

The fundamental structure of a DT consists of three key elements:
nodes, branches and leaves, where the root node serves as the
starting point, representing the initial decision or question. From
there, branches extend to possible outcomes, creating a pathway for
each potential decision. Each branch leads to additional nodes, which
further dissect data until reaching the terminal or leaf nodes. Leaf
nodes signify the final decision or classification, indicating the end of
the decision-making process (Song and Ying, 2015).

DTs can be categorised into two primary types: classification trees
and regression trees. Classification trees are designed to address
classification-type problems, where the objective is to assign a
category or label to a given input. In contrast, regression trees focus
on prediction-type problems, aiming to forecast continuous
outcomes. The key difference between these two types lies in how
they split data; classification trees utilise Gini impurity error
calculations, while regression trees employ mean squared error as
their impurity metric. This distinction is crucial because it determines
the appropriate application of DTs depending on the problem at hand
and demonstrates their versatility in data analysis (Loh, 2011).

The DT algorithm decisively categorises a large volume of records
into smaller groups using simple decision rules. This process yields a
tree structure with distinct leaf nodes and decision nodes. Applying
the information gain theory, the DT algorithm effectively identifies
the attribute that best segregates the dataset. Information (Y) is then
calculated using the following formula (8):

Y= PGxlog, P(x) ®)
i=1

Formula (8) is a measure of impurity or randomness in a dataset and
determines how well a feature (or attribute) divides the data. Lower
values indicate more informative splits, which helps create more
accurate DTs. The underlying principles behind DTs are much easier
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to understand and interpret than other complex machine-learning
algorithms (Ullah et a/, 2020).

2.6. World Wide Web

The World Wide Web functions as a database managed by humans to
store and exchange vast amounts of information. However, it differs
from conventional databases in its breadth, rapid dynamism and
diversity. Moreover, its vast size makes it impossible to determine or
measure it accurately; the number of pages is not restricted, and the
data submitted by a user determine their content. Another difficulty
is the quick evolution of website content (Jacksi andAbass, 2019).

Online documents are diverse for many reasons. Websites may also
include photographs, movies and audio files in various forms, which
may range in size from one byte to hundreds of gigabytes. Different
versions and pages with erroneous syntax that do not adhere to W3C
standards but are, nonetheless, readable by web browsers may be
found among the most prevalent HTML files. Online material is often
unstructured, comprising several languages, styles and varying
quality (Seneviratne and Hendler, 2023). Although HTML pages
contain some information, they are often unreliable, except for a few
specific sites. The web graph creates a single linked component if web
links are considered undirected edges. Many network nodes are
inaccessible from the remaining nodes; the graph nodes can be
separated into five distinct sections. The following structure is
specified in web pages, as shown in Figure 1 below. The central core
— strongly connected component (SCC) — is the primary element and
the largest component linked to the graph. Any node in SCC can be
reached in a limited number of steps from any other node in SCC. In
Broder’s test, the size of the SCC is 50 MB, while the second largest
associated component occupies only 150 KB of the page.

Figure 1. Bowie-Tie Web Structure Described in the Article

DISC TENDRILS

1T™M 4M

8% 22%

According to the given information, certain nodes are situated outside
the SCC but can still be accessed through it. These nodes make up
22% of the entire graph and are categorised as both OUT and IN
components. The remaining nodes can either be reached from the IN
components and can also reach OUT, or they are not accessible from
any of the previously mentioned nodes (DISC; Broder er al, 2017).

2.7. Architecture of Web Search Engines

While the inner workings of commercial search engines remain
largely confidential, itis widely believed that their overall architecture
closely resembles the following diagram. This architecture comprises
three distinct logical components: the browser downloads web pages
to a local repository, the indexer performs operations on these pages
and the query engine handles user queries using the data pre-
processed and generated by the indexing process.

Researcher: Using hyperlinks, the crawler crawls the online graph and
downloads newly identified pages; pages that have been
downloaded are saved in a local repository. The primary obstacles in
probe design are as follows:

Coverage: The crawler downloads as many pages as possible but does
not permit website overhead; it also adheres to constraints that

prohibit repeated queries.

Novelty: Invalid pages must be reloaded, pages that often change
must be re-fetched and those that change seldom are rarely updated.
The probe’s mission is to simultaneously preserve freshness and
coverage.

Indexing: To provide a search result in a fraction of a second,
substantial precomputing is necessary. During the precomputation of
various databases, indexes are built. The primary index includes the
declaration list of all document IDs and their occurrence places for
each word w. The notification list is parsed for each query term to
provide a list of documents matching the query. This index is
sometimes referred to as an inverted index since it represents a
transliteration of the link between documents and words. The
repository’s documents are typically analysed and annotated
concurrently with the index’s construction. In addition to the primary
index, databases and other indices are created, often utilised by the
explorer or a ranking system (Arya, 2024).

2.8. Cyber Security

Cyber is a term derived from Cyberspace, which refers to the processes
used to govern and regulate complex human or machine systems.
Cyberspace is defined as a common delusion experienced daily by
billions of operators and children who are taught mathematics. Others
have characterised cyberspace as a collection of internal human
conversations using computers and telecommunications equipment,
independent of physical location (Azmi, 2019). It has been over three
decades since the first communication on the World Wide Web, which
was later renamed the Internet. Although the idea of a global village and
the dominance of a particular culture over the entire world, known as
globalisation, was an exaggeration, the development of
communication and its rapid growth in a short period had positive
outcomes. However, the negative impact on societies and the attempts
of some forces to manipulate global opinion cannot be ignored. As a
result of the evident danger posed by this dispersed power, several
governments have attempted centralised control over such a chaotic
network. In the past, the United States tried to restrict the use of
cryptographic technology and control verbal communication through
the Communications Decency Act and the Key Recovery Initiative,
respectively. Many countries have imposed strict rules regarding these
issues. However, internet users and stakeholders have strongly
opposed these regulations, leading to conflicts. Cyberattacks can be
defined in several ways, including illegal access to computers and data,
as well as the malicious destruction of information systems, including
hardware and software. Some examples of cyberattacks include spam,
denial-of-service attacks and malware (Mishra er a/, 2022).

It is possible to identify, track and predict cyberattacks by analysing
the massive volume of data collected from various sources to develop
a cyber situational awareness system, where three basic subsystems
of cyber assault comprehension, comprehension and visualisation
are required, as seen in Figure 1. The terms visualisation and
prediction are often used interchangeably, but it is important to note
that these two concepts have distinct meanings. Forecasting involves
making educated assumptions to predict future events, while
visualisation is simply a way of representing what is currently
happening or what has already happened. Forecasting is used to
estimate future events with varying degrees of probability, while
prediction forecasts specific future occurrences. This distinction is
important because the future is not always certain and can be
affected by random events ()i er a/, 2019). The subsystem for
comprehending cyber assaults collects signs and learns ideas.
Without this subsystem, it is highly likely to develop an inaccurate
picture of the cyber environment under command and control. This
subsystem helps understand what is happening in the cyber
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command and control area (Ding er a/, 2014).

Deception attacks are assaults during which the attacker’s intention
is to outsmart IDS using a method that is not detectable or
recognisable. Network layer attacks: Network-layer attacks are
carried out by modifying packet header values, such as TTL fields and
packet control fields, or by breaking smaller packets. Transport layer
attacks: Unauthorised users exploit protocol headers of the
transmission layer, mainly TCP, to access targeted systems in this type
of attack (Dipert, 2016). Denial-of-service attacks: IDS often have
central logging servers that store notifications from the system. These
servers are responsible for centralising alert data. However, if an
intruder knows the IP address of the central register server, they may
use a denial-of-service attack to slow it down or even shut it down
completely. This can be dangerous, as the attack may remain hidden
after the server is shut down because warning data are no longer
being collected (Tan er al, 2011).

3. Malware Identification Methods

Malware refers to malicious, harmful software. Cyber-attackers
create malware to gain access to or harm a computer or internet
network, and the victim of the assault is often unaware of its
presence. Whenever malware infects a computer, it allows hackers to
obtain unauthorised access to data, devices and systems. Malware
was initially designed as cyber vandalism to crash computers, alter
background images or gain access to personal information. However,
inthe hands of cybercriminals, it has become a tool for making money
by stealing valuable information to blackmail businesses, hacking
passwords to gain access to bank accounts or committing identity
theft (Akhtar and Feng, 2022). Malware is available in several forms,
such as backdoors, computer viruses, trojans, worms, cheats and logic
bombs. Malware detection is difficult due to the variety of malware
types and the technological tactics malware writers employ, such as
encryption, obfuscation and dynamic programming. Hence,
technologies such as extensive data machine learning are used to
discover applications. In addition, ransomware is a sort of malware in
which the malicious agent encrypts all or a portion of the victim’s data
and demands payment in return for the decryption key. With
worldwide ransomware losses increasing, ransomware has become
one of the most lucrative malware attacks for criminals (Butt er a/,
2010). Cyberattacks are primarily categorised into two types: targeted
and non-targeted attacks. Targeted attacks are focused on a specific
target, such as a particular organisation or equipment, while non-
targeted attacks are opportunistic, targeting any organisation without
adequate security. The speed of IDS is a significant challenge because
attackers may have enough time to cause damage. Social media users
generate the most data; an example is the average of 95 million
photos and videos uploaded on Instagram daily. In addition,
Facebook users publish an average of 510,000 comments and
293,000 status changes every hour. Other communication systems
also produce vast quantities of data. With an average of 156 million
emails sent each minute and 154,200 Skype calls per minute, social
media users are not the only contributors to the surge in data
generation. Old database systems cannot handle the massive amount
and velocity of big data, so novel or improved versions of data
processing algorithms are necessary. Big data comes in various forms
and is rarely ready for direct analytics use. Therefore, preprocessing
or staging is required to refine the massive data after data collection.
Such preprocessing involves preparing a dataset for processing to
make it worthwhile. These data are then used for further processing
and analysis.

Statistical approaches, data mining, parallel algorithms, machine
learning and soft computing are examples of data analysis
techniques. The analytics application contains a query interface

adapted to the needs of the application in question. This query
interface functions as a dashboard that examines the data product the
user wishes to create. The last step in processing is data visualisation.
Visualisation entails generating visual summaries of data, which are
the outcomes of information processing. This stage is regarded as the
most crucial step in the process since the accurate comprehension of
the data is related to their quantity, and the greater the volume of
data, the more challenging it is to visualise and comprehend (Alani,
2021).

3.1. Capability-Based Malware Cyberattacks

Letx as be a Bernoulli variable that indicates the ability of the attacker
to execute an attack a on the service s € S. Mathematical hope
(E[Xsa])Xsq is calculated from the following conditional probability

relation:
E(SNSg)

S|S,) =—% 9
p(ss,) = Zo0 ©)
To add the influence parameter to the above probability relation, we
divide the services in the network into four types: services where the
S, attack failed, S; services that have been discovered, services
whose control spis partially controlled by the attacker and services
whose control S¢is completely controlled by the attacker.

E(5,US4USpUS.US,)

p(SIs,) = 2o

For each service (S) and each attack (a), the credibility score
(p(s | S4)) and the reliability score () are calculated. A method is
implemented for the network capability visualisation for each host,
and this procedure begins by receiving the current attack rejection
warnings (T Current), which also shows that the introduced algorithm
is in real time. For all these warnings, the element that represents the
target of the warning and the state change of that element S, are
stored as a binary set. To evaluate the capability of a componentina
virtual environment of a cyber battle scene, the system refers to the
history of attack rejections and extracts the attack rejections in which
the desired componentwas present. Then, it calculates the ratio of the
number of attack rejections in which this selected component was
present and changes its state to the number of attack rejections that
the desired part is a member of. This ratio serves as a measure of the
desired component’s capability and is calculated in a non-
professional manner (Tan eral, 2011).

(10)

3.2. Analysis of Problems

Using the right multi-objective, linear programming approach and the
minimum—maximum climbing method, we examined and enhanced
security to categorise malware, identify component behaviour during
various attack diagrams and compare the resulting outcomes after
explaining the software and database. In general, to solve physical
problems, there are three methods:

1. exact solution method,
2. numerical method (numerical solution), and
3. experimental method.

In tackling engineering issues, numerical methods are among the
most practical approaches. Among the benefits of the numerical
solution over other methods are the following:

®  The primary flaw of the laboratory techniques is that they are costly
and time-consuming. In contrast, this is not the case with numerical
solution methods.

®  The exact solution approach cannot assess models with complicated
geometry; in this sector, only numerical methods, particularly finite
elements, are utilised.

® The exact solution cannot solve situations where boundary
conditions are complex and standard numerical techniques are
required.
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MATLAB software was utilised in this study, enabling matrix
computation and integration with other programming languages.
Additionally, the MATLAB environment can be expanded by adding
toolboxes for various purposes.

3.3. Dataset Description

The dataset was taken from the dependable KDD Cup 99 database,
whose raw data consisted of 494,022 lines based on 40 distinct
parameters examined for middleware, a particular attack. As the
quantity of data is quite huge and its analysis with the intended system
may be problematic, we analysed the number of 54,000 distinct modes
based on the same 40 middleware characteristics to define the kind of
attack. This data must clarify that eight different types of assaults are
examined, whose names and the number attributed to them are
presented in Table 1 (Viswanath and Krishna, 2021).

Table 1. Attacks Considered in the Database

Assigned number Attack name

1 normal (no attack)
back

Ipsweep

ftp_write

nmap

smurf

neptune

o N o v| & w]

multihup

3.4. Data Processing

Data preprocessing is a crucial step in preparing data for analysis,
where the quality of preprocessing can significantly influence the
results, potentially leading to the best or worst outcomes. Therefore,
the preprocessing in this paper was carried out adhering to the
following principles:

3.4.1. Elimination of Noise and Outliers

During data collection, some columns can be empty or contain
illogical entries, such as question marks or Greek symbols. Identifying
such anomalies is crucial in this phase. Since the dataset’s target
column (attack types), protocol type column (TCP, HTTP, FTP, etc.),
service type (HTTP, FTP, etc.) and flag type (SF, REJ, S3, etc.) consisted
of strings or words, MATLAB recognised them as noise or outliers,
necessitating their conversion to a compatible format for the data.

3.4.2. Data Sorting

Data sorting is essential for the MATLAB program to understand and
process information. In this research, the rows correspond to the
different states of the network components under study, while the
columns relate to the attributes associated with these states,
facilitating the distinction between attack and non-attack types. Since
MATLAB software solves numerically, all variables must be labelled
numerically. During this phase, every feature from the first to the
fortieth was listed, and the target column had eight modes (Numbers
1 to 8), of which seven were types of attacks, and one was expected,
indicating that the middleware is not under assault. The classification
of assaults is provided in Table 1.

After all of them were turned into numeric variables, we imported
them into MATLAB. In addition, it is essential to note that since the

data had varied scales, they had to be converted into a standard
format:

— in)(d, —d
(x — xmin)( 2' 1)+d
xmax — xmin

x = 1 (11
According to the data, d; = Oandd, = +1 were selected. It can be
observed that all the data are normalised in this standard interval.
Data segmentation was done; 70% of the data was used to train the
classifiers, while the remaining 30% was utilised to evaluate the
model. To employ all the data for both objectives, these divisions
were purely arbitrary. The (Randperm) function of the MATLAB

program may generate a random index automatically, and the
associated data are inserted in the appropriate matrices. Seventy per
cent of the 54,000 lines of final data are 37,800. Therefore, 37,800
data lines were used to develop the classification model, while
16,200 non-educational data lines (30% of the original data) were
used to test the model (Viswanath and Krishna, 2021).

4. Results and Discussion

In our research, we employed first-and second-order texture statistics
to classify malware accurately. We used two additional techniques,
the DT and the NB algorithm, to assess the effectiveness of the first-
and second-order texture statistics (MILP). These techniques identify
the type of attack using the mathematical connections established
between malware classification and network attributes. The
outcomes in Table 2 clearly show how feature extraction works well
for malware classification using the MILP, DT and NB algorithms.

Table 2. The Evaluation Results of Feature Extraction With MILP, DT and NB algorithms

Algorithms Parameter R IG IR Amount in the test phase
phase
TP 10292 4342
™ 27508 11847
First- and FP 0 10
second-order FN 0 1
texture statistics Precision (%) 100 99.9321
Recall (%) 100 99.977
Accuracy (%) 100 99.7702
P 10288 4337
™ 27508 11839
FP 4 15
DT N 0 9
Precision (%) 99.9894 99.8519
Recall (%) 100 99.7929
Accuracy (%) 99.9611 99.6553
TP 10289 4346
™ 27508 11838
FP 3 6
NB N 0 10
Precision (%) 99.9921 99.9012
Recall (%) 100 99.7704
Accuracy (%) 99.7909 99.8621

Figure 2 also shows the results of all three algorithms using a bar
chart.

Figure 2. Comparison of the Results Obtained From the Performance of the Presented Algorithms

100.1

100

99.9

= 908
s
=]

£ 907

986

99.5

804

Precision (%) Recall (36) Accuracy (36)
DT mNB m.MILP

Additionally, this paper evaluated the maximum—minimum
approach utilised in first- and second-order tissue statistics (MILP)
with the most outstanding performance using the three criteria DR,
FPR and AR, whose correlations are shown below.

DR = (the number of assaults accurately identified as attacks/number
of attacks in the test dataset) x 100.

FPR = (the number of incorrectly categorised normal/total number of
ordinary in the test database) x 100.

AR = (the number of accurate sample classifications/total number of
samples in the test dataset) times 100.

The classification and evaluation performance of IDS improve with
increasing DR and AR values and decreasing FPR values. Therefore,
we checked the above criteria for the first- and second-order texture
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statistics algorithms.

The acquired values for the aforementioned criteria are shown in
Table 3.

Table 3. The Findings of the Maximum—Minimum Approach Used in the First- and Second-Order
Texture Statistics Method

The number of features DR AR FRP
5 95.214 94.323 2.689
10 98.632 97.6524 2457
15 97.6587 96.02 2.021
20 99.021 97.874 2.3365
25 89.963 89.365 2.465
30 74.524 82.547 0.978
35 75.698 80.3321 2.0142
40 78.996 78.547 15.224

Based on the data, it was determined that as the number of features
in this approach increases, the AR and DR criteria decrease, while the
FPR criteria increase. This investigation was conducted using 40
parts, and it was discovered that the maximum DR and AR values
were achieved by analysing 20 features because some characteristics
have little bearing on selecting the sort of assault.

Now that the accuracy of the necessary approach to identify attacks
has been defined, it is viable to detect network assaults and victims.

Table 4. A High and Low Impact Level Attack Scenario

A high-impact level attack scenario A low-impact level attack scenario
Level The address of the | The address of the | The addressof the | The address of the
attacker victim attacker victim

1 9.5.231.72 192.168.1.3 9.5.231.72 192.168.1.3
2 237.22.202.140 192.168.1.3 237.22.202.140 192.168.1.3
3 178.87.46.91 192.168.1.3 178.87.46.91 192.168.1.3
4 192.168.1.3 192.168.2.8 192.168.1.3 192.168.2.6
5 192.168.1.3 192.168.2.9 192.168.1.3 192.168.2.6
6 192.168.1.3 192.168.2.18 192.168.1.3 192.168.2.9
7 192.168.1.3 192.168.2.18 192.168.2.9 192.168.4.35
8 192.168.2.18 192.168.4.22 192.168.2.9 192.168.4.16
9 192.168.4.22 192.168.6.111 192.168.2.9 192.168.2.2
10 192.168.6.111 192.168.7.9 192.168.2.2 192.168.5.5

In Table 4 above, we provide two instances of assault scenarios with
high and low degrees of effect. The stealthiness of an attack suggests
that the artacker may have utilised many intermediary sites end
routes to the victim, but the exploits of these hosts have not been
uncovered. Our results showed that this combination, based on the
belief transfer model, can achieve high accuracy against high-impact
attacks, especially in networks with strict firewalls and limited
services. Although low-impact attacks may undermine this approach,
the belief transfer model is still effective.

The next table (Table 5) shows an attack scenario with a hidden
parameter.

Table 5. An Attack Scenario with Stealth Parameter

Level The address of the Attacker The address of the victim
1 9.5.231.72 192.168.1.3
2 237.22.202.140 192.168.1.4
3 192.168.1.3 192.168.2.7
4 192.168.2.9 192.168.4.20

According to the assaults, based on the scenarios provided in Tables
4 and 5, the performance of each of the two techniques without and
with the combination of capability and opportunity for attacks with
various parameters was assessed. Rather than pinpointing the next
target of an assault, the primary function of cyberattack visualisation
systems is to produce a prioritised list of viewable targets. To specify
method efficacy, we must examine the percentage of probability
acquired for the attacked host one step before the assault.

5. Conclusions

(] Using the maximum—minimum approach utilised in first- and
second-order tissue statistics (MILP), three crucial method assessment
criteria — DR, AR and FPR — were examined. A comparison of the
findings revealed that the MILP approach is superior to the other
methods, indicating the algorithm'’s efficacy in cyberattack detection
systems.

° The NB algorithm, DT and the order texture statistics approach were
compared, and it was found that the order texture statistics approach
provided better results with improved precision, detection rate and

false alarm rate.

®  The findings indicate that combining capability and opportunity
based on the belief transfer model has a high degree of accuracy
against high-impact attacks in normal mode and is more effective
when the network has a firewall with rigorous regulations and
restricted auxiliary services.

6. Recommendations

° In the topic of virtual security, IDS are required — in addition to
firewalls and other intrusion prevention equipment — to create
complete security in a computer system so thatif an intruder gets past
the firewall, antivirus and other security equipment and invades the
system, it can be diagnosed, and a solution can be devised to deal with
It.

° Using enormous amounts of data, it will be necessary to examine the
efficacy of architecture and the parameters incorporated in the
confidence-meter algorithms at each step of the assault. Future
concerns may include presenting algorithms to measure the influence
of current and future scenarios and combining belief meter algorithms
more effectively.

Data Availability Statement

The dataset used in this study is called KDD CUP 99, which contains
various simulated intrusion attempts into a military network
environment. It includes features such as connection duration,
number of failed login attempts and type of service accessed. This
dataset was used in the 5" International Conference on Knowledge
Discovery and Data Mining; it is freely available on the Internet
(https://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html).
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ABSTRACT

The ultraviolet-visible high-performance Tiquid chromatography (HPLC—UV) coupled method was developed to detect five pharmaceutical compounds:
indapamide (INDP), clomipramine (CMI), promethazine HCI (PMH), lisinopril (LSP) and trifluoperazine HCl (TFPH). The mobile phase consisted of 70%
acetonitrile and 30% water, ensuring specific retention times (tR) for each compound. Analytical validation parameters were calculated from a calibration curve,
including sensitivity, limit of detection (LOD) and linearity of the method. The LOD values of N-drugs were calculated as 6.24 UM for INDP, 2.19 for CMI, 10.57
for PMH, 6.68 for LSP and 1.25 for TFPH. Peak deconvolution or spectral deconvolution of standard solutions of drug mixtures was used to separate overlapping
peaksin a dataset and extractinformation aboutindividuals. Chromatographic separation of the standard mixture of pure compounds achieved a good resolution
(R_s), ensuring the effective separation of the mixture components. However, other mixtures did not achieve satisfactory resolution due to retention time
interference. Overall, the HPLC—UV method demonstrated good sensitivity and selectivity for the detection of the chosen pharmaceutical compounds.
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1. Introduction

Pharmaceutical compounds containing nitrogen atoms (N-atoms) are
used to treat various diseases. Indapamide (INDP) is prescribed to
manage hypertension, while lisinopril (LSP) is used for heart failure
(Goa eral, 1997; Thomas, 1985). Promethazine HCL (PMH) is utilized
to prevent nausea and vomiting associated with certain conditions
(Shearer and Miller, 1976). Trifluoperazine HCI (TFPH) is employed
to help reduce hallucinations (Vardanyan and Hruby, 2006).
Clomipramine (CMI) is frequently prescribed for the treatment of
obsessive—compulsive disorder (Van-Scheyen and Van-Kammen,
1979). Various analytical methods have been developed to determine
the concentration of pharmaceutical compounds containing N-atoms
in formulations. Bakir er a/ developed a spectrofluorometric method
for assessing pharmaceutical compounds containing N-atoms, utilizing
their rapid reaction with Eosin Y. The limits of detection (LODs) were
found to be 2.07 pmol/L for INDP, 1.36 pmol/L for CMI, 3.02 pmol/L
for PMH, 3.52 pmol/L for LSP and 2.09 pmol/L for TFPH (Alkulaib eral,
2024). Reverse-phase high-performance liquid chromatography (RP-
HPLC) was employed to quantify the concentration of INDP in oral
antihypertensive tablets and bulk dosage forms. In a mobile phase
consisting of a 60:40 ratio of methanol and phosphate buffer (pH: 5.8),
the dynamic range for INDP was 0.2—1.2 [lg/mL, with an R? value of
0.999 (Agrawal, 2021). A simultaneous quantification of CMI and its
active metabolite in plasma was performed using a liquid
chromatography coupled with mass spectrometry technique
(Mohiuddin er af, 2021). Solid-phase extraction, combined with ultra-
performance liquid chromatography, was employed to detect
perindopril (PP) and INDP (IP) in human plasma, with a LOD of 8.6
ng/mL for INDP (Palakeeti er al, 2021). CMI and its major N-
demethylated and hydroxy metabolites were detected in ng/ml using a
sensitive ultraviolet-visible high-performance liquid chromatography
(HPLC—=UV) coupling method. The method employed a modified
column to separate the compounds from the plasma. A mobile phase
consisting of 10 MM KaHPOy, acetonitrile and methanol in a 35:25:40
v/v/v ratio was used (Pirola er a/, 2002). LSP and amlodipine (AML)

were detected in solid tablet forms using an RP-HPLC method. The
methodology achieved speed, cost-effectiveness, short response time
and high resolution (Pawar er al, 2021). An HPLC—UV coupled system
with a modified column was used to detect TFPH and its
photodegradation products. The mobile phase consisted of acetonitrile,
2-tetrabutylammonium hydroxide and o-phosphoric acid in a ratio of
50.5:0.83:0.1 (v/w/w; Shetti and Venkatachalam, 2010). An HPLC-ACE
5 C18 analytical column (12.5 x 4.6 mm) was used to analyze
perindopril, INDP (IND) and AML in the TRIPLIXAM® sample. The
LODs were in the ppm concentration range (Ozsar and Altindz, 2024).

Therefore, the suggested methods aimed to detect N-drug
concentrations in pharmaceutical formulations using the HPLC—UV
coupled system. The chemical structures of chosen pharmaceutical
compounds have primary, secondary and tertiary N-atoms. The LOD
values were calculated to be 6.24 UM for INDP, 2.19 for CMI, 10.57
for PMH, 6.68 for LSP and 1.25 for TFPH. Peak deconvolution was
used to separate the chromatogram graphs of the mixture standard
solution of N-drugs. The vision of peak deconvolution provided an
approach to accurately analyze and predict the separation resolution
of N-drugs in complex mixtures. The resolution for certain mixtures
of pure N-drug solutions in pharmaceutical compounds was below
1.5, indicating difficulties in effectively separating and accurately
detecting the concentrations of pharmaceutical compounds within
complex mixtures.

2. Experimental

2.1. Reagents and Instrument:

High-grade pharmaceutical compounds, such as INDP, TFPH, LSP, CMI
and PMH, were received from Sigma Aldrich. HPLC-grade solvents were
used in the experiments. INDP formula was used as Normalix SR 1.50
mg per tablet (Jazeera Pharmaceutical Industries, KSA), CMI as
Anafranil 10 mg/tablet (Novartis, UK), PMH as Prometin syrup 5.0/5 ml
(Kuwait Saudi Pharmaceutical Industries), LSP as Zestril 5 mg/g (Astra
Zeneca, UK) and TFPH as Stellasil tablet Smg.g’1 (Kahira
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Pharmaceuticals and Chemical Industries Company, Egypt), which
were purchased from the medicine market in Saudi Arabia. An HPLC—
UV coupled system (Agilent 1200 series, Waldbronn, Germany) with
column (Zorbax Eclipse Plus C18, 50 x 2.1 mm ID, 1.8 |[Lm) was used
for determining the retention time (tz) of the samples. Agilent
ChemStation (Ver. B 4.0.2) software was used to monitor the signals.

AStock solution of drugs (1000 [lmmol LY was prepared by dissolving
the accurate weights of drugs in 10-ml organic solvents (methanol and
ethanol); then, solutions of different concentrations (5.0—50 lmmol
[ of calibration plots were prepared from this stock solution.

Chromatographic conditions used a flow rate of 1.0 ml min”". The
injection volume was 10 Wl. UV absorption was at 252 nm or close to
255 nm. However, INDP and TFPH had a good absorbance at 240 and
255 nm, while CMI, PMH and LSP did not have a good absorbance at
218—255 nm. This indicates that CMI, PMH and LSP have smaller
molar absorptivity in the solvent used. The experiments were
conducted using a mobile phase composed of acetonitrile and water
in a 70:30 (v/v) ratio. The runtime was set to 10 minutes and the
column temperature was maintained at ambient conditions (24°C—
26°C). The column was equilibrated with the mobile phase for 30
minutes before injecting the analyte. The pre-sample was filtered
through a 0.45-pm membrane filter and degassed using sonication.

The robustness of the method was assessed to evaluate the effect of
small, controlled variations in chromatographic conditions on drug
determination. This was achieved by adjusting the mobile phase flow
rate to 0.9 and 1.1 mL/min and modifying the acetonitrile
concentration in the mobile phase to 68% and 72%.

Regarding the procedure for pharmaceutical formulation, five tablets
were finely grounded using a mortar. A measured portion of the
powder was dissolved and sonicated in methanol for 10 minutes. The
solution was then centrifuged at 1800 rpm/5 min and the residue was
filtered and then washed with methanol; then, the filtrate was diluted
into 100 mL of methanol. For a syrup sample, the volume of 1.0 mL
was diluted with methanol into 10 mL to prepare 0.1 mg/ml. The
homogenous solution was obtained by sonication for 15 mins. A 10-
UL aliquot of the solution was injected into the chromatograph.

2.2. Theoretical Considerations:

Retention time (tz) refers to the duration a solute spends in the
column. It depends on the interaction of the analyte with the
stationary phase (Ahuja and Dong, 2005). The retention factor (k) is
the relative ratio time of the solute spent in the stationary compared
with mobile phases (see Eq. 1).

_ tr—ty
k= T Eq.1

Where the retention times (tg) and (t;) of analyte and mobile
phases.

Column efficiency (N) expresses the theoretical layers per column
(see Eq. 2.).

N =5.545 (Mi—R)Z Eq.2

0.5
Where (N) is theoretical layers (N/m), (tz) is retention time and (wjs)
is the half-height width of a peak (]ennings et al, 1997; Robards and
Ryan, 2021).

3. Results and Discussion

The mobile phase was selected based on the physicochemical
properties of the pharmaceutical drugs to achieve optimal separation.
Various solvent mixtures, including water and acetonitrile, were
evaluated for their effectiveness. A mixture of acetonitrile and water
was chosen as the mobile phase to provide the best resolution and a

short runtime for the N-drugs (Beasley er al, 2005; Chaudhary eral,
2016; Hang er a/, 2006; Mostafavi er a/, 2010; Thumma eral, 2008).
The mobile phase composition was selected considering the clarity
and symmetry of the peaks. The pharmaceutical compounds were
successfully separated in 5 minutes using gradient elution with a
mobile phase composed of 30% water and 70% acetonitrile. The
selected wavelengths for the N-drugs were applied in the range of
200—440 nm (Beasley er al, 2005; Chaudhary er a/, 2016; Hang er
al, 2006; Mostafavi er a/, 2010; Thumma er a/, 2008).

Table 1: LODs, LOQs and Precision of the Proposed Method (n =5)

Ag_nbasx Precision %RSD Ref,
N-drugs LoD LOQ [ Repeatability | Reproducibility LoD
(nm) (%RSD) (%RSD)
0.1 ppm
INDP 240.0 6.24 18.19 1.01 1.52 (Bzsar and Altinéz, 2024)
0.507 pg/ml
CMI 252.0 219 6.65 1.61 157
(Vijayavaani et al.,, 2024)
PMH 255.0 1057 | 32.04 0.55 0.55 . 10-100}1g/ml
(Pippalla etal. 2024)
1.11 phg/ml
LSP 218.0 6.68 20.26 4.07 4.70
(Pawar et al., 2024)
341 pg/ml
TFPH 255.0 1.25 3.79 091 0.94
(Chauhan et al., 2024)
*The concentration in pmol L recovery, RSD (%); replicate times, n=5.

3.1. Validation of the Analytical Method:

Linearity of the calibration curve: The linear range of observation was
5.0-50 mmol.L™" of N-drug solutions. The calibration graphs were
plotted between the peak area vs. concentration (figure. 1) and the
data are represented in table 1.

Figure 1: (a) HPLC Chromatogram and (b) Calibration Curve of 5.0-50 pmol L™! Pharmaceutical
Compounds in Ethanol and ACN:H,0 (70:30) at 1.0 mL/min With Selected Wavelengths
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The LODs and limits of quantification (LOQs) were calculated as LOD
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=3.30/s and LOQ = 100/s, where (O) is the standard deviation of
peak area and (s) is the slope of the calibration curve.

Table 1 shows that the LOD values of N-drugs were calculated to be
6.24 UM for INDP, 2.19 for CMI, 10.57 for PMH, 6.68 for LSP and
1.25 for TFPH. The chemical structure and geometric positioning of
the N-atom improved drug detection at low LODs by affecting
molecular reactivity, polarity and detection system interactions. LSP
showed a low LOD value due to the geometry of the N-atom in its
primary, secondary and tertiary positions. Table 1 presents the
reference methods for detecting N-drugs. Furthermore, the current
method demonstrated good sensitivity.

To confirm that the method was suitable for sample analysis, a system
suitability test was performed at optimized chromatographic
conditions. The retention time, resolution (between adjacent peaks),
peak symmetry and theoretical layers in the column were calculated
(table 2). The effective column efficiencies were calculated as 97.37 for
INDP, 103.32 for CMI, 86.57 for PMH, 61.45 for LSP and 56.61 for
TFPH in the analysis of drug molecules. The column provided narrow,
sharp peaks with excellent resolution. Furthermore, the low mobile
phase consumption was achieved at 1.0 mL/min and 10.0 JL sample
volume. The column efficiencies (N) are presented in Table 2, where the
order of efficiency of CMI>INDP > PMH > LSP > TFPH was observed.

Table 2: The System Suitability for the N-Drugs
TNDP CMT PMH LSP TFPH
tr(min) 1.65 242 2.40 2.30 324
symmetry S 0.29 0.06 14 12 0.0
Theoretical plates 1600 833 800 10 392
Wos 0.09 0.12 0.15 0.20 03T
N 973 10332 86.5 6145 56.61

Accuracy, intraday and interday precision: For the pre-analyzed
standard and sample solution, the standard solutions 30, 50 and 70
Umol L™ were used. The %RSD values were 0.55%—1.61%, meeting
the acceptable precision (UNODC., 2009, ). The average % recoveries
obtained for pure compounds were 97.90%—99.70%, while those of
the pharmaceutical formulations were 82.93% and 100.03% for tablet
and syrup dosage forms, which is within the acceptable range (Rao,
2018).

The robustness of the method was tested and no significant change
in the retention time of N-drugs was observed when the composition
and flow rate of the mobile phase were altered. The low %RSD values
were below 0.05%, further confirming the robustness of the method.

The specificity of the method was examined in the presence of
interferences. It is important to note that the chromatogram of the
excipient solution showed no peaks, indicating that no interference
from the excipients (additives in pharmaceutical formulation) was
observed. The low LOD, LOQ, precision and recovery values
demonstrated high sensitivity, accuracy and precision for
determining N-drugs in standard solutions. Table 3 shows the good
performance and acceptable levels for all the selected N-drugs. The
chromatographic method achieved suitability and sensitivity.

Table 3: Results of the % Recovery Studies of the Developed HPLC Method (n=5)

N-drugs Pre-analyzed standard Pre-analyzed tablet and syrup*
mol Spiked Recover Av. recove Spiked Av. recove
(li’*) an")mun[ (%) i £5D (%)ry arzoum R ) +SD (%)W
30.0 94.50 30.0 81.47
INDP 50.0 96.50 97.90+4.30 50.0 83.49 84.89+4.30
70.0 102.70 70.0 89.70
30.0 97.80 30.0 98.1
M 50.0 98.70 99.16 + 1.60 50.0 99.0 99.46 +0.1.61
70.0 101.0 70.0 101.3
30.0 99.30 30.0 99.61
PMH 50.0 99.50 99.70+0.55 50.0 99.84 100.03 +£0.55
70.0 100.35 70.0 100.65
30.0 94.84 30.0 79.75
LSP 50.0 96.75 98.02+3.99 50.0 81.66 82.93+3.99
70.0 102.49 70.0 87.40
30.0 98.79 30.0 98.66
TFPH 50.0 99.26 99.53+0.9 50.0 99.13 99.40+0.91
70.0 100.54 70.0 100.41
*The concentration in pmol L recovery in %; mean + SD; replicate times, n =5.

3.2. Analysis of the Mixture of N-drugs:

The difference in retention times between the two peaks divided by
the combined widths of the elution peaks was used to measure the
resolution of separation (see Eq. 3).

Resolution =2 Atr /(wy +w,) = Atr /W,, Eq.3

(Atr) is the difference between the retention time of two signals and
(W,,) is the average baseline width. Good resolution is more than >
1.5.

The selectivity (@) is the ability to differentiate between sample
components based on the chromatographic system (see Eq. 4).

_ K _ (tra—tm)

Ky (tpi—tm)
(K,) and (K,) are the retention factors of (2) and (1).

Eq.4

This is where R = 1.5 gives an essentially complete separation
because the overlap is about 0.3%.

=1.0, 4% overlap of each compound.
=R <1.0, not acceptable.

The hypothesis of mixing previously uncombined drugs aims to
understand the chemical and pharmacological interactions and
estimate their concentrations while considering potential new
effects. The peak deconvolution effectively resolved overlapping
signals, enabling a more accurate detection of coupled active
pharmaceutical ingredient quantities. Additionally, this improvement
in deconvolution enhanced drug formulations, helping to minimize
complications and reduce overall healthcare costs. The R resolution
results of specific mixtures of standard solutions were evaluated to
determine the effectiveness of the chromatographic separation. The
deconvolution process for overlapping peaks was applied to isolate
and extract information from the hidden peaks in chromatographic
data (Verfaillie er a/, 2024). For these mixtures, the resolution
between individual compounds was assessed to ensure the clear
separation of each component. The accurate quantification and
reliable analysis of the sample mixture must be confirmed, as shown
in Figure 2. However, the resolution values of certain mixtures, as
presented in Table 4, were observed to be lower than 1.5, so the
identification and separation analysis of these mixtures were difficult
to achieve (Bernard er a/, 2008).

Figure 2: HPLC Chromatogram for 50 pmol L™ Mixtures of Pure Form of INDP (Black Line), CMI (Red
Line), PMH (Blue Line), LSP (Green Line) and TFPH (Pink Line) at the Flow Rate 1.0 mL/min With
70:30 ACN:H,0
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Table 4: HPLC Resolution of the Standard Solution of Pure Pharmaceutical Compounds

Mixture t;, t(min) | ky, k; (retention factors) | O (selectivity factor) | Rs=resolution
INDP/PMH 1.65,2.40 0.65,0.40 0.62 03.65
PMH/TFPH 2.40,3.24 0.40,1.24 3.10 0212
CMI/TFPH 242,324 0.42,1.24 295 02.18

CMI/LSP 2.42,2.30 0.42,0.30 0.71 0418
CMI/PMH 2.42,2.40 0.42,0.40 0.95 0.083
PMH/LSP 2.40,2.30 0.40,0.30 0.75 0.325

4. Conclusion

The HPLC—UV coupled method was developed to determine the N-
drug concentrations in their formula. The wavelength and
composition of the mobile phase were studied to obtain a good
chromatogram. The mobile phase composition was 70% ACN:30%
H,O. The LOD values of N-drugs were calculated to be 6.24 UM for
INDP, 2.19 for CMI, 10.57 for PMH, 6.68 for LSP and 1.25 for TFPH.
The suggested method achieved good sensitivity and selectivity for
the determination of the cited pharmaceutical compounds in the
formulations of tablets and syrup. The deconvolution process of the
overlapping peaks of the N-drug mixture was used to calculate the
resolution factor. In conclusion, the resolution was less than 1.5 in
certain mixtures of pharmaceutical compounds, suggesting
challenges in separating and detecting the concentrations.
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ABSTRACT

In satellite communication systems, effective spectrum sensing and management are essential, especially in scenarios involving both geostationary Earth orbit
(GEO) and non-geostationary Earth orbit (NGEO) satellites. As the number of NGEO satellites increases, managing interference with GEO signals becomes more
complex. This study introduces a machine learning (ML) framework for spectrum sensing, spectrum hole detection and occupancy prediction based on satellite
data. The framework utilizes two ML models, support vector machine (SVM) and random forest (RF), along with a hybrid model combining both. SVMis used to
classify spectrum occupancy based on GEO signals, while RF is employed to detect spectrum holes and predict future occupancy patterns. The hybrid model
merges the strengths of both to enhance prediction accuracy and robustness. A comparative analysis of the models evaluated accuracy, computation time and
robustness against interference. The results show that SVM achieved 99.17% accuracy, excelling in precision, while RF reached 99.12% accuracy, demonstrating
better recall and more effective identification of occupied spectrum regions. The hybrid model outperformed both, achieving 99.25% accuracy, with an improved
balance between precision and recall and superior performance under complex interference conditions. This study highlights the effectiveness of SVM, RF and
their hybrid in optimizing spectrum management.
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1. Introduction

Spectrum utilization is important in wireless communication mainly
because of the growing demand. Both geostationary Earth orbit
(GEO) and non-geostationary Earth orbit (NGEO) satellite systems
(Sharma er af, 2016) Share limited spectrum resources, which is the
main limitation of the networks. GEO satellites are considered to be
the primary users of the spectrum, while NGEO satellites should not
cause harmful interference to GEO systems and instead follow radio
regulations. Spectrum sensing becomes even more complicated
because the number of NGEO satellites is increasing exponentially,
and these systems need to not only detect GEO signals but also avoid
interference from other NGEO satellites. Therefore, in this dynamic
environment, intelligent spectrum sensing techniques are expected
to help detect underused parts of the spectrum referred to as
spectrum holes and future spectrum occupancy. Traditionally, signal
processing and statistical techniques have been used for the
development of spectrum sensing technologies. However, such
techniques are usually weak against the variety of complexities the
current systems possess; lately, techniques such as support vector
machine (SVM) and random forest (RF) machine learning (ML)
methods have drawn much attention and offer great promise. Such
ML models are quite effective at spectrum occupancy classification,
the detection of spectrum holes and the prediction of their occupancy
patterns by learning from historical spectrum data. This paper
introduces a new ML framework using SYM and RF models based on
satellite data for spectrum sensing, spectrum hole detection and
spectrum occupancy prediction. SVM has been applied to classify the
occupied versus unoccupied spectrum due to its advantage in dealing
with high-dimensional data characterized by a binary classification
task. The RF model can perform ensemble learning applied to predict
future spectrum occupancy and recognize spectrum holes based on
historical data patterns and relationships (Cullen eral, 2023).

This paper covers the key challenges that must be overcome in the

spectrum management process, including the detection of GEO
signals (Nasser er a/, 2021) through the interference caused by
NGEO, available spectrum identification and the real-time prediction
of future occupancy. With this, a comparative analysis of SYM and RF
models is undertaken to determine which one performs better in
terms of location-based spectrum analysis. Evaluation metrics of
accuracy, computing efficiency and robustness against interference
are used to quantify performance and the suitability of the models for
use in real-time spectrum sensing. The proposed ML-based solution
seeks to optimize the usage of spectrum in satellite networks,
alleviate interference levels and enhance communication service
reliability and quality. Important for the study is the light it sheds on
the application of SVM and RF in the management of spectrum to
enhance spectrum allocation decision-making processes and offer
the efficient use of satellite communication resources (Fourati and
Alouini, 2021).

The paper is structured as follows. Section Il reviews related work on
spectrum sensing, spectrum hole detection and occupancy prediction
using ML models. Section Ill outlines the proposed system, analyzing
GEO and NGEO satellite networks, with SVM applied for spectrum
occupancy classification. Section IV applies RF for spectrum hole
detection and prediction alongside a hybrid model combining SVM
and RF for improved performance. Section V presents simulation
results, validating the models, and Section VI concludes with
contributions, highlighting the hybrid model’s effectiveness and
directions for future work.

2. Related Work

Cogpnitive radio networks (CRNs) and satellite communications focus
on efficient spectrum utilization, with much research on spectrum
sensing, spectrum hole detection and occupancy prediction in
complex environments, such as satellite networks with GEO and
NGEO systems. Traditional techniques, such as energy detection and
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matched filtering, are limited by noise and interference, especially in
modern satellite environments. Consequently, ML approaches have
been adopted to model complex relationships and adapt to dynamic
environments (Kaur eza/, 2017). SYM and RF are popular ML models
for spectrum sensing and hole detection (Feng er a/, 2021). SVM is
effective for binary classification and robust against noise, while RF
excels at predicting future spectrum occupancy and handling non-
linear patterns (Liu and Gryllias, 2020 and Venkatapathi era/, 2024).
Previous work, such as (Liu and Gryllias, 2020. and Ding ez a/, 2020),
focused on enhancing spectrum sensing in satellite networks,
addressing challenges such as interference from NGEO satellites and
computational complexity. Ren er al, (2021) explored Al-based
models to improve efficiency in spectrum sensing.

2.1. Comparative Evaluation of Al Models:

Few studies compare ML models for spectrum sensing in satellite
networks. Sabir er a/, (2024) found that RF outperformed other
models in terrestrial environments, but no comprehensive study
exists for satellite networks. This paper fills that gap by evaluating
SVM and RF for spectrum hole detection and occupancy prediction in
satellite communications, comparing the performance of SYM and RF
models with the algorithms used in selected related works.

Table 1. Quantitative Representation of Performance Parameters

SVM RF Ding ezal,, | Nasseret | Renetal, .
Actor 8 Hybrid Model
(Proposed) | (Proposed) (2020) al, (2021) (2021)
Highly effective in
Reliable in Performs | Effective but diverse
L Highly Robust for .
Ability to clear - . moderately; | requires environments;
- effective due varied K .
Detect conditions; . struggles in careful combines ensemble
. to ensemble [ scenarios; . . - .
Spectrum | limited by - Ry dynamic tuning for decision-making
. decision- | computation g .
Holes noise . A | environmen optimal and robust
L making [ ally intensive .
sensitivity ts results classification
techniques
99.17
Accurac excellent 99.12 97.4 (good 925 95.8 (decent
Y| (excell (& ) ( 99.55 (outperforms
for precision; (balances | butslightly | (suffersin |performance;
. others; excellent
Spectrum | proneto false | precision | lowerdueto| lowSNR | stable under .
. . A . precision and recall
Sensing negatives andrecall | generalizatio | environmen | moderate bal )
alance
(%) under effectively) nissues) ts) noise)
interference)
Maintains
. Handles
Handles good Limited .
Strong N moderate Exceptional
moderate : accuracy noise X . .
Robustne . . | resistance to R noise well; | resistance to noise;
noise but s N under handling; . .
ssto noise due to N degradation | leverages combined
. affected by L moderate requires
Noise . majority . . under strengths of SYM
high . noise; preprocessi
R voting . extreme and RF
interference struggles in ng -
. . conditions
high noise
uick but
- Fastand Moderate; Q . Moderate; .
Predictio with Fast and suitable for
Fastduetoa scalable; | slows down speed R .
nSpeed | . . . accuracy real-time operations
simpler model | suitable for with . decreases R 3
(Real- ) ) trade-offs in ) with efficient
N architecture real-time complex . with larger R
Time) . real-time resource utilisation
operations | feature sets datasets
use
Handling . Capable of Good Weak Moderate . .
Limited X . L Excels in managing
Complex . managing | interference | performanc | ability; may
capability; . complex
Interfere overlapping [ management| e under need . .
struggles with . interference with
nce . GEO and but complex additional dapti
overlappin s adaptive
(GEO/N . PPing NGEO computation | interference | features for P .
signals . ] N mechanisms
GEO) interference | ally heavy scenarios handling
Processes ¥ Handles Limited
Easily . Moderate .
. moderate- large scalability; " Highly scalable;
Scalabilit | . handles N scalability; . .
. sized datasets datasets but | requires ! combines RF’s
ywith . large needs tuning
efficiently but at the cost of down parallel processing
Large . datasets due | . . for large- N
struggle with increased sampling and SVM's
Datasets to parallel A scale o
very large . computation |  for large . efficiency
processing X operations
datasets time data
Manages Moderatel
. . s Suffers from Y
. Requires imbalance Good at ) handles .
Handling . . X high class . Excels at managing
extensive well using handling K imbalance . .
of X . imbalance y imbalance with
preprocessing | weighted imbalance 5 but benefits
Imbalanc . R without advanced ensemble
to balance votingand | but slower in from .
ed Data . K manual techniques
datasets bootstrappi learning |, . balanced
intervention L
ng training sets
Complex
. Minimal P
Complex . Requires . tuning .
Hyperpar . Simpler tuning is . A Moderate tuning
tuning process " careful involving )
ameter . . tuning . needed. complexity —
. involving .. | adjustment X kernel L
Tuning process with Fixed R optimized
. kernel L of deep adjustments L
Complexi . fewer critical parameters combination
selection and model . and
ty o parameters work in reduces effort.
regularisation parameters hyperparame
most cases. .
ter grids

The RF model excels in spectrum hole detection, particularly in noisy
and complex interference scenarios. Both models show excellent

accuracy and good prediction speed, making them suitable for real-
time applications. RF handles large-scale, imbalanced datasets well,
while SVM struggles with imbalanced data and requires significant
preprocessing. SVM is more sensitive to the kernel and regularisation
parameters, demanding more effort in hyperparameter tuning,
whereas RF is easier to optimize. Ding er af, (2020) model achieved
good results but is computationally intensive and less suitable for
real-time applications. Nasser er al, (2021) and Ren er al, (2021)
models were less robust under complex interference and scalability
conditions. Table 1 highlights the strengths and weaknesses of the
proposed models against cited works.

3. System Model and Sensing Scenario

In this framework, we developed an ML-based system for spectrum
sensing and occupancy analysis within CRNs using satellite data. The
system leverages SVM and RF algorithms to effectively detect
spectrum holes, predict spectrum occupancy and perform location-
based spectrum analysis. The system model encompasses both
downlink and uplink scenarios, addressing the unique challenges
posed by the coexistence of GEO and NGEO satellite networks.

3.1. System Model:

The system model consists of GEO satellites, NGEO satellites and
sensing Earth stations. The GEO satellites operate as primary users
(Zhang etal, 2012), while NGEO satellites act as secondary users that
must avoid causing harmful interference to the GEO systems as per
radio regulations. The sensing Earth stations monitor the spectrum to
detect the presence of GEO and interfering NGEO signals, identify
spectrum holes and predict future spectrum occupancy.

3.1.1. Signal Model for Downlink Scenario

In the downlink scenario, GEO satellites transmit signals to their
designated Earth stations, while sensing NGEO Earth stations detect
these signals. Concurrently, the sensing Earth stations may receive
interfering signals from other NGEO satellites. To maximize
protection for the GEO system, NGEO satellites refrain from
transmitting during the detection period.

The received signal at the sensing NGEO Earth station from a GEO
satellite is modelled as follows:

ng, HO
Yesk = | hggel b [P+, H; (1

Where: Xgg is the received signal. Hy denotes the hypothesis that
the GEO satellite is absent. H; denotes the hypothesis that the GEO
satellite transmits with power level Pgsl., wherei =1,2,...,N. hgs
is the channel gain between the GEO satellite and the NGEO Earth
station. @i is the channel phase, which is irrelevant for energy-
based sensing. n;, is additive white Gaussian noise (AWGN) (Wang er
al, 2020) with zero mean and variance 0',%.

Channel gain represents the attenuation or amplification of a signal
as it travels from a transmitter of a satellite to a receiver of a ground
station. In satellite communications, the channel gain between a
ground station (g) and a satellite (s) quantifies how much the signal
strength changes as it propagates through the atmosphere, including
effects such as path loss, fading and any interference. Mathematically,
channel gain hg; is expressed as follows:

¢ \*, The  che
hgs = Gner,mangst(Hl) (m) 1010 1010 (04
Where: G er max is the maximum gain of the sensing NGEO Earth
station’s receive antenna. Ggs(0y) is the gain of the GEO satellite’s
transmit antenna at the off-axes angle 8. c is the speed of light. f'is
the centre frequency of the spectrum bands. dgg_,pc is the distance
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between the GEO satellite and the sensing NGEO Earth station. 4,
and A, represent gaseous absorption and cloud/fog attenuation,
respectively (Al-Hraishawi eral, 2022).

The expression for the GEO satellite signal received by the sensing
NGEO Earth station, X, describes the received signal’s statistical
characteristics. Here’s a breakdown of the components:

xgsk GN(O gs gs + Un) (3)

Where: x4 represents the signal received by the NGEO Earth
station from a GEO satellite. The subscript gsk indicates that this
signal is coming from a GEO satellite (g) to an NGEO Earth station (s)
at time k, where CV'(0, hysPys, + d2) denotes that the received
signal follows a complex Gaussian distribution (Fernandez and
Rowlandb, 2022). The two parameters of this distribution are Mean
(the signal has a mean of 0, which typically occurs when assume the
signal is centred around zero and has no bias) and Variance (the
variance is given by the term hys Py, + a2, which represents the
total power received at the NGEO Earth station).

3.1.2. Signal Model for Uplink Scenario

In the uplink scenario, the GEO Earth station transmits signals to its
satellite, while the sensing NGEO satellite detects these signals.
Simultaneously, the sensing satellite may receive interfering signals
from other NGEO Earth stations. The antenna of the sensing NGEO
satellite is directed towards the GEO Earth station to accurately detect
the GEO signals.

The signal received from the GEO Earth station (Sirohiya er a/, 2022)
is expressed like this:

N, HgO
Xgek = o )
hgee’ ek [Ppe, + 1,  Hyi

Where: Xge is the received signal. Hyo denotes the hypothesis that
the GEO Earth station is absent. Hy; denotes the hypothesis that the
GEO Earth station transmits W|th power level P, ge , where i =
1,2,..,N. hy, is the channel gain between the GEO Earth station
and the sensing NGEO satellite. ¢gek is the channel phase. 1y, is
AWGN with zero mean and variance o2

Channel gain hg, is as follows:

c 2 Ag A
) 10751070 s)

hge = Gget(y)Gnsr,max (m

Where: Ggei(y) is the gain of the GEO Earth station’s transmit
antenna towards the sensing NGEO satellite at a geocentric angle y.
- Gpsrmax is the maximum gain of the sensing NGEO satellite’s
receive antenna. dge_,ns(¥) is the distance between the GEO Earth
station and the sensing NGEO satellite, which is a function of y. Ag
and A, represent gaseous absorption and cloud/fog attenuation,
respectively.

The GEO Earth station signal received by the sensing NGEO satellite
is expressed like this:

k ~ CNV(0, hyeBye, + 0, 2) (6)

Both in the downlink and uplink scenarios, the sensing NGEO Earth
station/satellite may receive interfering signals from other NGEO
satellites or Earth stations. This is the interfering signal received from
the NGEO satellite/Earth station:

N, HnO

Xnsk = hnsej¢nsk PnSj + N, HTL] (7)

Where: Xy is the received interfering signal. H,, denotes the
hypothesis that the interfering NGEO satellite/Earth station is absent.

H,,; denotes the hypothesis that the interfering NGEO satellite/Earth
station transmits with power level Pnsj,wherej =1,2,..,M hyis
the channel gain between the interfering NGEO satellite/Earth
station and the sensing NGEO Earth station/satellite. ¢y gy is the
channel phase. 1, is AWGN with zero mean and variance o;2.

Channel gain h,, is defined as follows:

s = Guse(B, V) Goer (1)

Where: Gyt (f,7) is the gain of the interfering NGEO satellite’s
transmit antenna towards the sensing NGEO Earth station at angles
B and Y. Gyer(¥) is the gain of the sensing NGEO Earth station’s
receive antenna towards the interfering NGEO satellite at an angle y.
dnsone(Y) is the distance between the interfering NGEO satellite
and the sensing NGEO Earth station, which is a function of y. Ag and
A, represent gaseous absorption and cloud/fog attenuation,
respectively.

2 -ty -a
47dens—>ne(y)) 1070107 (8)

The interfering NGEO satellite signal received by the sensing NGEO
Earth station satellite is expressed as:

Xnsk ~ CN(O, hnsPns]- + 0',%) 9

3.1.3.  Sensing Scenario

The sensing scenario encompasses both downlink and uplink
directions. The sensing NGEO Earth station/satellite monitors the
spectrum to detect GEO signals, identify spectrum holes and predict
spectrum occupancy. The ML models, SYM and RF, analyze the
extracted features and make informed decisions about spectrum
utilization.

3.1.4. Downlink Scenario

In the downlink scenario, the GEO satellite transmits signals to its
designated Earth station, while the sensing NGEO Earth station
detects these signals (Soares er al, 2023). Concurrently, the sensing
Earth station may receive interfering signals from other NGEO
satellites. The sensing Earth station’s antenna is directed towards the
GEO satellite to maximize the detection accuracy of the GEO signals.

1. Spectrum Sensing and Feature Extraction: The sensing NGEO
Earth station collects signal samples s(t) from each frequency band
f . Energy Detection: For each frequency band f, compute the energy
detector statistic:

Ef = —Z Ly Is@I? (10)

This describes the process of extracting features x from the energy
statistic Ef and contextual information, such as signal strength, time
of day, geographic location (latitude, Iongitude) and historical
spectrum occupancy data. Train the SYM model on labelled dataset
D = {(x;,¥;)}, where y; € {0,1} indicates unoccupied or occupied
spectrum. Decision function: Apply the trained SVM to classify each
frequency band:

Ypred = sign(Ties a;yiK (x1, x¢) +b) (11)

If yprea = 0, mark the frequency band f as potentially unoccupied.
Train the RF model on the same labelled dataset D = {(x;,y;)}.
Classification: For each frequency band f, aggregate the predictions
from all decision trees:

Ypred - mOde({Tt(xf)}N"ees) (1 2)

If yprea = 0, mark the frequency band f as potentially unoccupied.

2. Spectrum Holes Detection: Grouping: Identify contiguous
unoccupied frequency bands. Bandwidth calculation: For each group
g, calculate the bandwidth (Zaeemzadeh et al., 2017).
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B% = fend — fetart (13)

- Thresholding: If BW; = BWpyy, classify g as a spectrum hole.

3. Spectrum Occupancy Prediction. Defining a prediction window
At. Historical data: Utilise historical spectrum occupancy data to
extract time-series features Xy, . Prediction using SVM and RF models

Ypred = Dies @ YiK (x;, xp) + b (14)

If Ypreqa < threshold, predict f as unoccupied in At . RF
Regression: Predict future occupancy:

1 N,
Ypred = Neroos Zt:fes Ty (xp) (15)

If yoreqa < threshold, predict f as unoccupied in At.

4. Location-Based Spectrum Analysis. Geographic grid definition:
Define a grid G covering the geographic area. Feature extraction: For
each location 1€ G , extract location-specific features X
Classification using SVM and RF: SVM classification is like this:

Ypred = SignXies ;YK (x;, %) + b) (16)

The proposed system model integrates SYM and RF algorithms
within both downlink and uplink scenarios to enhance spectrum
sensing and occupancy analysis in CRNs (Zhang, Y. 2022). using
satellite data. By accurately modelling the received signals, channel
gains and interference patterns, the framework facilitates the
effective detection of spectrum holes and prediction of spectrum
occupancy.

4. Research Methodology: Tools and
Techniques

In this paper, an ML framework for sensing spectrum was developed
based on the incorporation of spectrum hole detection and spectrum
occupancy prediction, utilizing the satellite data collected with the
RTL—Software Defined Radio (SDR) device. For training and
evaluating two ML models of SVM and RF (Zhang er al, 2022), key
parameters include frequency, signal strength, signal-to-noise ratio
(SNR), path loss, interference, number of users and location, as
shown in Figure 1.

Figure 1. Proposed Model Architecture.

The essence of the conceptis to provide efficient and reliable dynamic
spectrum management in CRNs by predicting the occupancy status
of the spectrum, identifying spectrum holes and dynamic resource
allocation based on data available in real time.

4.1. Dataset:

This dataset will be constructed in the context of spectrum sensing,
detection of spectrum holes and prediction of spectrum occupancy
based on satellite data collected using a Realtek SDR device. This
datasetis intended to enable ML models to analyze radio frequencies,
dynamically allocate resources and deal with the spectrum within
CRNs. In terms of initiating the SDR, setting parameters and collecting
aset of radio frequency samples, the dataset will be created based on

interaction with an RTL-SDR device using the pyrtlsdr library. The
additional features considered are frequency, signal strength, SNR,
user count and actions taken for spectrum management, such as
allocating/deallocating channels. The dataset incorporates both
temporal and real-time data in training models with ML that will help
decide the availability of spectrum, compute occupancy and enhance
resource management policies. Table 2 is the structure of the dataset,
along with the key parameters.

Table 2. Key Parameters in the Dataset
Impact on Spectrum Management

Parameter Description

Determines which part of the spectrum
is being monitored for
occupied/unoccupied channels. Helps in
channel selection.

The operating frequency in Hertz
Frequency (Hz) (Hz) at which the SDR captures the
radio frequency signals

Strong signals indicate an occupied
spectrum; weak signals help in detecting
spectrum holes for resource allocation.
Signal-to-noise ratio in decibels. A | Higher SNR correlates with better signal

SNR (dB) higher value indicates a clearer quality, which is essential for spectrum
occupancy prediction and detection.
High path loss leads to detection errors —
essential for spectrum sensing and
understanding signal propagation.

. The measured strength of the radio
Signal Strength (dB) frequency signal in decibels (dB)

signal with less interference.

This represents signal attenuation
Path Loss (dB) as it travels through the medium.

Interference needs to be minimized to

It measures external interference | improve spectrum detection accuracy. It
Interference (dB)

that could affect the signal. affects false alarms in occupancy
prediction.
This is the number of active users Itaffects spectrum availability. A higher
User Count currently utilizing a portion of the user count leads to congestion, making
spectrum. spectrum holes harder to find.
i j It reflects the total bandwidth Itaffects how much spectrum is
Available Bandwidth " . o . .
(MH2) available in a specific part of the allocated dynamically to users. Itis
spectrum in megahertz (MHz). crucial for dynamic spectrum access.
Acti This is the action performed by the | It directly affects spectrum management
ction c N
system based on spectrum status, by optimizing resource allocation and
(Allocate/Deallocate) X . P -
allocating or deallocating channels maximizing spectrum efficiency.
Areward value is assigned to each It guides the learning model in making
Reward action that successfully allocates a better decisions regarding resource
free channel. allocation and occupancy prediction.

Itenables location-based spectrum
analysis and is useful for identifying
geographical patterns of spectrum
occupancy.

This is the geographical location
Location (x, y) where the data were collected, or

the spectrum was sensed

Supervised models like SVM and RF exploit frequency, SNR, signal
strength and path loss to build decisions over occupied or unoccupied
spectrums. The reward structure of reinforcement learning models is
used to discover an optimal strategy for dynamic spectrum allocation,
seeking to maximize the efficiency of spectrum usage in its entirety.
Location and user-count attributes are added to the graph-based
models in order to do location-based spectrum analysis for parts of
the spectrum that are likely congested or unused. The dataset has
both technical parameters of the radio spectrum as well as the actions
taken by the system in order to improve spectrum management,
making it an excellent fit for building ML models for real-time
decisions in CRNs.

4.2. Support Vector Machine Learning Model:

SVM is a supervised learning model that is particularly effective for
binary classification tasks, such as distinguishing between occupied
and unoccupied spectrums. The key idea behind SVM is to find the
hyperplane that best separates two classes of occupied/unoccupied
spectrums by maximizing the margin between the closest data-point
support vectors.

Mathematically, the objective is to maximize the margin:

M= (17)

Hwll’

Where: W is the weight vector of the hyperplane. The classification
decision is made based on the sign of the following:

fx)=wTx +b, (18)

Where x is the feature vector consisting of SNR, signal strength, and
frequency, and b is the bias. SVM is very effective when the boundary
between classes is well-defined. For spectrum sensing, SYM detects
spectrum occupancy by learning from features such as SNR, signal
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strength and interference. With small or moderately sized datasets,
SVM generalises well due to its regularisation properties. By using
different kernel functions, such as radial basis function (RBF) and
polynomial kernel, SVM models both linear and non-linear
relationships in spectrum occupancy data.

For complex data where linear separation is not possible, SYM uses
the kernel trick to project data into a higher-dimensional space,
where it becomes separable. For instance, if $(x) is a mapping to a
higher-dimensional ~ space, the kernel function computes
K(x;, %) = ¢(xl-)T¢(x]-), allowing SVM to find non-linear decision
boundaries.

K(x,y) = e Y=yl (RBFkernel) (19)

To handle imbalanced datasets where occupied spectrum events are
much rarer than unoccupied ones, tuning the C parameter allows
SVMto handle misclassifications differently by trading off margin size
with classification error. In scenarios with data imbalance, SVM is
enhanced using techniques such as oversampling of minority classes,
cost-sensitive learning or weighted SVM, where different penalties
are assigned to false positives (FPs) and false negatives (FNs).

SVM struggles with very large datasets or highly noisy environments.
When there is significant interference or weak signals, SVM may find
it hard to draw clear decision boundaries.

®  Algorithm 1: SVM-Based Spectrum Sensing and Occupancy
Analysis in CRN

Step 1. Input: Collect spectrum data: D=
(G0 1), (s ¥2)s o) Gy )} where 2 = [fy, forees ol
and f] represents features such as signal strength, time of day,
geographic location (latitude, longitude) and historical
spectrum occupancy, y; € {—1,1}, where =1 =unoccupied, 1=
occupied spectrum.

Ky

. . X
Step 2. Data preprocessing: Normalise features: x'; = “~ where

W is the mean and g; is the standard deviation offeanglre_]'. Split
data: Divide into training and testing datasets.

Step 3. SVM model training: Define kernel function K (x, x") (e.g.
RBF kernel: K(x,x") = exp(—y||x — x'||%)). Solve the dual
optimisation ~ problem:  Maximise ~W(a) =3},; a; —
121' 2] al-ajyiy]-K(xi,x]-) , subject to 0< a; <C and

; a;y; = 0. Support vectors: Find support vectors S =
{xila; >0} . Calculate bias term b:b=y; —
ZjES a]y]K(x], xi) for any X €S

Step 4. Spectrum sensing: For each frequency band f,

1. Collect signal samples s(t). .

2. Compute the energy detector statistic: E = =Y, |s(¢)|%

3. Extract features x; from E and contextual data.

4. Apply SVM decision function: Vprea =

sign(Ries a;yiK (x;, x£) + b). 5. Ypyeq = —1, mark f as unoccupied.
Step 5. Spectrum holes detection: Group contiguous unoccupied
frequency bands. For each group g: Calculate bandwidth

BW, = fena = fstare- W BWy = BWoyn, classify g as a spectrum
hole.

Step 6. Spectrum occupancy prediction: Define a time window At for
prediction. For each frequency band f,

1. Extract historical features x;, (e.g. time-series data).
2. Apply SVMregression: Ypreq = Lies @:YiK (X, xp) + b.
3. IfYpreq < threshold, predict f as unoccupied in At.
Step 7. Location-based spectrum analysis: Define a grid G of
geographic locations. For each location LeG,

1. Extract location-specific features x;.
2. Apply SVM dlassification: Ypreq = sign(Ties @iy K (x;, x,) +
b).

3. Map spectrum availability based on yp 4.

Step 8. Performance evaluation: Confusion matrix: Compute metrics:

TP+TN .. TP

Accuracy = —————— Precision = .Recall =
TP TP+TN+FP+FNprecisionxRecallTPtFP .

Fl — score = R —— For regressmn

TP+FN Precis, on+Rec¢z.11

tasks: Compute Mean Squared Error (MSE) =

1

=Y Vi — Yprear)® - Calculate  R%score =1-—
Lii-y)?

Step 9. Adaptive model update: Periodically collect new labelled
data. Retrain the SVM model with the expanded dataset. Update
support vectors and decision boundaries as required.

Step 10. Interference management: For each detected spectrum hole,

1. Estimate potential interference to primary users.
2. Adjust transmission power and bandwidth allocation
accordingly.

Step 11. Output: Rank spectrum holes based on factors such as
bandwidth, predicted duration of availability, potential
interference and quality of service requirements. Allocate
spectrum to secondary users based on the ranking.

This SVM-based algorithm offers a comprehensive framework for
spectrum sensing, hole detection, occupancy prediction and location-
based analysis in CRNs. It effectively integrates classification and
regression tasks, enabling efficient spectrum utilization while
minimizing interference to primary users.

4.3. Random Forest Machine Learning Model:

RF is an ensemble learning method that combines multiple decision
trees to improve classification performance. Each tree is trained on a
random subset of the data, and the final classification decision is
made based on a majority vote across all trees. Decision trees are built
using features such as SNR, signal strength and frequency bands,
splitting the data based on those features to classify the spectrum as
occupied or unoccupied. Each decision tree is thought of as
recursively partitioning the feature space until the data are split into
distinct classes. The final decision is based on the average of
predictions from each tree in the ensemble:

9 =230 (), (20)

Where: h;(x) is the prediction of the i-th decision tree. n is the total
number of trees.

Here is the updated step-by-step algorithm for spectrum sensing,
detection of spectrum holes, prediction of spectrum occupancy and
location-based spectrum analysis using SVM in CRNs.

®  Algorithm 2: RF-Based Spectrum Analysis and Prediction in CRNs

Step 1. Input: Gather spectrum data, D=
(G0 1), (s Y2 s Gy ) where: X; = [fs, fo s o)
represents features such as signal strength, time of day,
geographic location (latitude, longitude) and historical
occupancy data, y; € {0,1}, where O indicates an unoccupied
spectrum and 1 indicates an occupied spectrum.

Step xZ [iata preprocessing: Normalise features if required: x';; =
yTHj

—~, where Ujis the mean and agjis the standard deviation of

IR . . .
feature j. Split data into training and testing sets to prepare for
model validation.

Step 3. RF model training: Define parameters: Number of trees
Nirees and maximum tree depth D,y For each treet = 1to

NtreeSI
1. Create a bootstrap sample D, from D.
2. Build a decision tree T; using D, as follows: At each node,

. . . *
randomly select my,., features. Identify the optimal split S™ that

maximises the information gain: IG(s,D) = H(D) —
1Dy

Yvevatues(s) (ﬁ) H(D,) , where H(D) is the entropy,
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calculated as follows: H(D) = — .. p.log,(p.)-
Split the node based on s™ and repeat until maximum
depth Dy ay is reached or no further splits are possible.

Step 4. Spectrum sensing: For each frequency band f,
1. Collect signal samples s(t).

2. Calculate the energy detector statistic: E = %Zt [s(D)]%.
3. Extract features x; from E and contextual data.
4. Apply RF cdlassification: y,..q = mode({T;(x;) fort =
1 to NtTEeS})'
5. If Yprea =0, label the frequency band f as potentially
unoccupied.
Step 5. Spectrum holes detection: Group contiguous unoccupied
frequency bands. For each group g,
1. Calculate bandwidth: BW; = fend — fotare:
2. If BWy = BWpp, mark g as a spectrum hole.
Step 6. Spectrum occupancy prediction: Define a time window At for
future prediction. For each frequency band f,

1. Extract historical features xj,, including time-series data.
ZNtreeS T (xh)
3. fypreq <threshold, predlcth||| be unoccupied in At.

Step 7. Location-based spectrum analysis: Define a geographic grid
G of locations. For each location Lin G,

2. Apply RF regression: Ypred =

1. Extract location-specific features X;.
2. Apply RF dlassification:  ypreq = mode({T;(x;) fort =

1 to Ntrees})‘
3. Map the spectrum availability based on yp g

Step 8. Feature |mportance analysis: For each feature J, compute its
Ntrees
importance I;: [; = Ntreesz Yiner, 1G(Sjn, Djn) - Wy,
where Sjy, is the splitbased on feature J, Dj, is the dataat node 1 and

Wy, is the weight of samples reaching node n.

Step 9. Performance evaluation: Use the confusion matrix to assess
classification performance. Calculate performance metrics:

TP+TN . TP TP
Accuracy: ———————, Precision: ———, Recall: ———and
TP+TN+FP+FN’ TP+FP TP+FN

Precision-Recall

F1-score: 2 - . For regression tasks, calculate

Precision+Recall

MSE: 21 y; — ypred) R2score: 1 —

(i
Step 10. Adaptlve model update: Regularly collect new labelled data.
Retrain the RF model using the expanded dataset. Update
feature importance and adjust model parameters accordingly.

Yi (J’i_Ypredi)z
—3)2

Step 11. Interference management: For each detected spectrum hole,

1. Estimate potential interference to primary users using RF
regression.
2. Adjust transmission power and bandwidth allocation based on
interference predictions.
Step 12. Output: Allocate spectrum to secondary users based on the
above ranking.

This RF-based approach provides a reliable framework for spectrum
analysis and management in CRNs. It combines classification,
regression and prediction tasks to improve spectrum efficiency. The
ensemble model ensures robustness, handles non-linear
relationships and offers built-in feature importance, making it well-
suited for high-dimensional datasets.

5. Experimental Results

The SVM was applied to classify the spectrum as occupied or
unoccupied based on RF features, such as signal strength, SNR and
interference. SVM demonstrated high accuracy in spectrum
occupancy prediction due to its ability to find optimal hyperplanes
that separate occupied and unoccupied spectrum regions. RF, a
decision tree-based ensemble model, was used to classify the

spectrum and predict future occupancy patterns. By leveraging
multiple decision trees, the model performed well in handling high-
dimensional data and capturing complex interactions among
spectrum features. The performance of the SYM and RF models in
spectrum sensing and occupancy analysis using satellite data is
examined in detail based on the following factors

5.1. Precision-Recall Curve and ROC Curve:

SVM tends to drop very steeply in precision when recall grows,
especially in imbalanced datasets. It indeed does a good job of
detecting spectrum occupancy, but precision would drop
precipitously if the interference blurred the distinction between
occupied and unoccupied spectrums. RF is better suited for
imbalanced data and generally maintains much higher precision for
an extensive range of recall values, as the averaging effect in multiple
decision trees applies.
Figure 2. Precision-Recall Curve and ROC Curve Comparison for SYM and RF
Precision-Recall Curves
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The Receiver Operating Characteristic (ROC) curve of a trained SVM
classifier with well-balanced data typically demonstrates a good
trade-off between the true positive rate (TPR) and false positive rate
(FPR) of its performance, as shown in Figure 2. However, it
deteriorates with high noise or complex interference due to
sensitivity to outliers. RF generally tends to have a higher value of the
area under the ROC curve and Area Under the Curve (AUC) than
SVM, which indicates a better ability of the classifier irrespective of
the choice of the criterion. It has better discrimination between
occupied and unoccupied spectrum compared to SVM and is less
susceptible to noise as well as interference.
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5.2. Distribution of Cross-Validation Score:

SVM is generally a much more consistent model and has a much

narrower distribution of cross-validation scores. Specifically, SYM

tends to perform more consistently on different subsets of the data.

However, it is prone to overfitting in highly complex data and

struggles with high-dimensional feature spaces, as shown in Figure 3.
Figure 3. Distribution of Cross-Validation Score for Both Models
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RF's cross-validation scores tend to have a broader distribution but
also show better averages because it resamples and looks at tree
architecture. It presents more stability and robust performance across
folds, thus showing less variance when handling complex satellite
data scenarios with noise and interference.

5.3. Data Imbalance Effects on Model Performance:

Imbalanced data SVM has worse performance on imbalanced
datasets since it aims to find the hyperplane that splits classes as well
as possible. Therefore, it is significantly biased toward the majority
class, reporting that most spectrum slots will be idle if the state of
being idle is in the majority. Interference levels: SVMs degrade very
fast when the interference levels increase because separation with
good margins is essential to the decision-making process. Even minor
noise picked up by interfering sources, either from NGEO or even
GEO signals, would impactits ability to identify many spectrum holes.
The number of FPs or FNs increases, as shown in Figure 4.

Figure 4. Model Performance on Imbalanced Data and Interference Levels
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Imbalanced data: RF works better on imbalanced datasets because it
creates multiple trees, each considering a random subset of features
and attempting to balance classes. It handles the minority class
(occupied spectrum) better than SVM. Interference levels: RF is much
more robust to high interference because of the ensemble-based
approach. Each tree arrives at a different decision, which implies that,
for the same instance, a decision about it being occupied or not is
more accurately reached in complex interference conditions.

5.4. Detection Probability and Error Probability vs SNR
With Different Sample Rates:

Detection probability vs SNR: At low sampling rates (1000), SVM
shows a sharp degradation of detection probability, as SNR is
decreased purely due to the noise sensitivity of SVM. If the sampling
rate is increased to 5000 or 7000, its performance improves but not
as quickly as that of RF, as shown in Figure 5. Error probability vs SNR:
SVM performs worse at low SNR, especially at lower sample rates,
compared to RF, because it fails to distinguish weak satellite signals
in noisy environments. Detection probability vs SNR: RF outperforms
SVM at all sample rates, especially higher SNR values and higher
sample rates of 5000 or 7000, at which its ensemble decision-making
is more effective than SVM at detecting the weak signal from GEO
satellites. Error probability vs SNR: RF has a lower error probability
than SVM for all values of SNR. It successfully achieves relatively
good detection accuracy with reasonable probability even at low
SNRs due to the inherent noise and interference robustness of RF.
Figure 5. Detection Probability and Error Probability vs SNR With Different Sample Rates
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Error Probability vs SNR
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The SVM model's AUC value of 0.36 shows that it performs poorly in
sensing occupancy through spectrum analysis. After all, this AUC is
lower than what would result from random guessing alone, which
has an AUC of 0.5. This translates to poor performance by the SYM
classifier in distinguishing between occupied and unoccupied
spectrums.

Figure 6. Model Performance and ROC Curve for the Hybrid Model

Model Performance on Imbalanced Data and Interference Levels
Imbalanced Data
M Interference Levels
0.8
L
o
3 0.6
o
g
=
s
£
5 0.4
t
O
a
0.2
0.0 -
SVM Random Forest Hybrid Model
ROC Curve Comparison
1.0 SVM
== Random Forest
—— Hybrid Model
0.8
-1
&
06
2
=
@
&
S 04
2
&
0.2
0.0
0.0 0.2 0.4 0.6 0.8 10
False Positive Rate

Model performance on imbalanced data and interference levels
shows the comparative performance of SVM, RF and the hybrid
model in handling imbalanced datasets and interference. The ROC
curve comparison in Figure 6 compares the TPR against the FPR for
the models, demonstrating the hybrid model’s better performance in
distinguishing between classes.

The comparison in Table 3 highlights important factors between SVM
and RF models, especially in the context of spectrum sensing,
spectrum hole detection and spectrum occupancy prediction.

Table 3. Key Factor Comparison of SVM and RF Models

Factor SVM RF Hybrid Model (SVM + RF)
Usein Efficient for classifying Effective for overall | Combines the classification precision
Spect spectrum occupancy spectrum sensing, of SVM with the versatility of RF for
E:rfs:sm based on the presence of detecting holes in detecting and analyzing spectrum
S GEO signals satellite data occupancy
Spectrum Good for predicting More robust in Provides improved accuracy by
° P spectrum occupancy handling dynamic, leveraging SVM'’s precision and RF’s
P::Zii:ir(‘)? when signal patterns are [ noisy environments for | - robustness for predictions in noisy
well-defined prediction environments
Detection of Suitable for binary Excellent at detecting Integrates the strengths of both
Spectrum classification tasks, such spectrum holes in models for high precision and
PHoIes as identifying unoccupied complex satellite reliability in spectrum hole detection,
spectrum environments even in complex scenarios
. L More robust to noise; . L .
Sensitive to noise in . Reduces noise sensitivity by balancing
Performance . N handles multiple , . N ,
. . satellite data, affecting - SVM's decision boundary with RF’s
in Noisy Data boundary decision decision trees to noise-averaging capabili
24 smooth out effects ging capability
Handling of May struggle when Better suited for Improves interference management
GEO vs interference patterns are | handling interference by combining SVM’s kernel
NGEO complex, requiring kernel |~ from both GEO and | adaptability with RF's ability to handle
Interference adjustments NGEO systems complex patterns

This hybrid approach leverages the strengths of both SVM and RF
models, offering improved accuracy, robustness and adaptability in
satellite communication tasks.

SVM is well-suited for tasks where clear decision boundaries are drawn,
such as detecting the presence of GEO satellite signals. However, it
requires careful tuning when dealing with noisy orimbalanced satellite
data. RF excels in detecting spectrum holes and predicting spectrum
occupancy at varying interference levels, making it more robust for
complex satellite communication environments with multiple sources
of noise with the coexistence of GEO and NGEO, as shown in Table 4.
Both models are effective in satellite-based spectrum management, but
RF may have a slight edge in robustness and handling complex
scenarios with interference from multiple satellite systems.

Table 4. SVM and RF Model for Spectrum Sensing and Occupancy Analysis Using Satellite Data

Factor SVM RF Hybrid (SVM + RF)

Ability to Detect Spectrum Holes Medium High High
Accuracy for Spectrum Sensing High Medium High
Robustness to Noise Medium High High

Prediction Speed (Real-Time) High Low Medium
Handling Complex Interference (GEO/NGEO) Medium High High
Scalability with Large Datasets Low High High
Handling of Imbalanced Data Low High High
Hyperparameter Tuning Complexity High Low Low

As per Table 4, the performance evaluation of SVM and RF classifiers
shows that they have strong predictive capabilities through very good
accuracy, precision, recall and F1 scores (a metric that combines
precision and recall evaluating a model's performance), which means
both models are efficient at correctly classifying the dataset.
However, some minute variations between models point out that one
performs better than the other concerning true positives (TPs), true
negatives (TNs), FPs and FNs. The SVM model returned an accuracy
of 0.991715, precision of 0.994667, recall of 0.996989 and F1 score
of 0.995826. These are such high values that imply SVM performs
very well in terms of both minimizing FPs and FNs. Values from the
confusion matrix indicated TPs of 498,760, TNs of 494,430, FPs of
3,050 and FNs of 2,090. This means that the SYM model was good at
achieving the balance between correctly classifying positive instances
and keeping the misclassifications’ FPs and FNs at a low level.

Table 5. Performance Evaluation of SVM and RF
Hybrid
Model

Metric SVM RF Discussion

Hybrid improves accuracy by leveraging SVM’s
precision and RF’s robustness.
RF has better precision, indicating fewer FPs
(incorrectly detecting occupancy).
SVM has a slightly better recall, which means it

Accuracy 0.9917 | 0.9912 0.9925

Precision 0.9947 | 0.9961 0.9965

Recall 0.997 0.9951 0.9968
catches more TPs.
1 Score 09958 | 0.9956 0.9966 Both models are quite %Imlla“r‘ F‘I,maklng[hem
both good at balancing precision and recall.
PR High |Very High | Very High RF has a better TPR, meaning it correc[l?/ detects
more spectrum occupancy scenarios.
FPR Medium Low Low RF has a lower FPR, making it better at avoiding

incorrect detections.

True Negative Both models perform well at detecting unoccupied

Rate (TNR) High High High spectrum.
False Negative Low Medium | Very Low SVM has a IOW§r FNR, meaning it Tlsses fewer
Rate (FNR) occupied spectrum scenarios.
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The RF model, with an accuracy of 0.9912 and precision of 0.9961,
outperformed SVM in correctly identifying TPs, maintaining a lower
FPR. However, its recall (0.9951) was slightly lower, leading to a
higher false negative rate. It achieved 49,758 TPs, 49,234 TNs, 2,370
FPsand 3,140 FNs. In contrast, the hybrid model (SVM + RF) achieved
higher accuracy (0.9925), with precision and recall of 0.9965 and
0.9968, respectively. It recorded 49,820 TPs, 49,450 TNs, 2,050 FPs
and 2,810 FNs, offering the best balance between precision and
recall, with an F1 score of 0.9966. SVM performed well in balanced
datasets and high-SNR conditions but struggled with noise and
interference in low-SNR environments. RF excelled in noisy,
imbalanced datasets, demonstrating robust detection of spectrum
holes and occupancy under high interference and varying SNRs. The
hybrid model combines SVM'’s precision and RF's robustness,
excelling in noisy and complex environments, making it ideal for
satellite spectrum management. Both models benefitted from
hyperparameter tuning, but RF consistently adapted better to real-
world conditions.

6. Conclusion

SVM and Random Forest offer very effective solutions for spectrum
sensing and occupancy analysis in CRNs, near—perfect accuracy,
precision, recall, and F1 scores. SYM had an advantage in terms of
precision, thus suited to minimize false alarms in spectrum
occupancy detection. In contrast, Random Forest had a superior recall
and, therefore, performed better to ensure that all occupied channels
were detected. Both models perform well in terms of spectrum hole
detection and prediction of spectrum occupancy. Because of its
ensemble mechanism of learning mode, Random Forest, on the other
hand, performs much better than the other at higher interference
levels and in more complicated data settings. More sophisticated
techniques of hybrid models, such as SVM + Neural Networks, or
even deep learning models, like Convolutional Neural Networks, will
help in improving the future model performance related to the
detection of patterns in high dimensional data. Even more features
like the temporal analysis of spectrum patterns push up the predictive
accuracy.

Applying SVM for applications that require instant decision-making
with a minimum number of false positives involving the detection
of spectrum holes in less noisy scenarios. The Random Forest
approach seems much better applied to more complex scenarios
with significant interference or noise since high recall is very
important not to miss occupied channels. Further applications of
other data preprocessing techniques-dimensionality reduction,
PCA, and/or feature engineering-could improve model
performance further. variation in frequency bands, satellite types,
and so on, would better generalize to real-world applications. This
framework presents that the SVM, as well as random forests ML
techniques, have the capability of helping address some of the
important challenges in sensing a spectrum and dynamic
management of a spectrum that may pave the way for yet more
advanced techniques in future studies.
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ABSTRACT

Chest X-ray (CXR) studies can be automatically detected, and their locations can be identified using artificial intelligence in healthcare. The World Health
Organization reports that lung diseases such as COVID-19, pneumonia, tuberculosis, and lung opacity contribute significantly to global mortality. The overlapping
symptoms of these diseases make accurate identification difficult. To accelerate the process and enable early detection, machine learning (ML) and traditional
approaches are combined to improve disease detection. CXR images are used in this study to classify lung disease using ML and transfer learning (TL). The study
primarily consists of three parts: firstly, the data augmentation technique addresses class imbalance; secondly, the image enhancement and pre-processing
technique improves image quality; and finally, the TL approach EfficientNetB1 extracts features and uses weighted binary cross-entropy loss to handle a large
number of false positive cases. Fine-tuning hyperparameters significantly enhance performance. AUC-PR, ROC-AUC, F1-score, and precision are among the
metrics that demonstrate the proposed method to be more accurate and effective than other TL models.
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1. Introduction

Radiologists are instrumental in diagnosing and treating medical
conditions by utilizing various imaging techniques, including
computed tomography (CT) and positron emission tomography
scans, magnetic resonance imaging, and chest X—ray (CXR).
Nevertheless, using such a wide range of medical equipment presents
challenges, the most difficult of which is interpreting chest
radiographs (Cheng er al/, 2021). As modern industry and
transportation have developed rapidly, air pollution has become a
serious problem, leading to a significant increase in the prevalence of
lung disease. Even highly qualified radiologists invariably commit
3%—6% of clinical errors in CXRs, and between 20% and 50% of
reports are faulty (Wang et af, 2019). According to a World Health
Organization report, chronic obstructive pulmonary disease (COPD)
is the third leading cause of death globally. Reports from various parts
of the world have recently highlighted numerous cases of lung
infections, including pneumonia, COVID-19, and lung opacity. Figure
1a shows the last three years’ data of confirmed cases, while Figure
1b depicts the mortality rate of lung-affected COVID-19 patients
(Mathieu er a/, 2020). Similar lung conditions, such as pneumonia,
COVID-19, lung cancer, and lung opacity, are currently affecting
several people worldwide. The healthcare sector has undergone a
digital transformation that includes early diagnosis, virtual
consultation, and remote access to reduce disease transmission
(Kasinathan and Jayakumar, 2022). Due to the shortage of physicians
and radiologists, the pandemic has brought about a new wave of
complications in the healthcare sector, increasing the mortality rate
of patients with chronic conditions, particularly those affected by
cancer, diabetes, and heart disease.

Machine learning (ML) can be highly beneficial to healthcare
informatics in terms of disease prognosis, classification, and
screening. CT scans and CXR images are frequently used for lung
disorders. CXRs provide a straightforward and affordable imaging
method for grading and diagnosing lung conditions. The radiation

exposure for a 2D projection image of the chest and lungs produced
by X-rays is relatively low. Despite its limitations in 3D lung
visualization, chest CT, which provides 3D imaging, is steadily gaining
ground. Chest CTs are routinely used to identify lung nodules,
although they expose individuals to more radiation than usual
(Chowdhury eral, 2020). However, in less developed countries, CXR
continues to be the primary tool for diagnosing or screening
tuberculosis. According to Tan er al, (2018), radiologists can use
these radiological imaging techniques in screening settings to identify
lung problems or recommend additional testing. As a result, early
lung disease identification and classification have become
increasingly critical. ML and deep learning (DL) (Kumar, 2020) play
an important role in handling and accelerating such processes.

This research aims to improve object detection in CXR for disease
identification. The three models — YOLOVS5, EfficientDet, and Faster
R-convolutional neural network (CNN) — each contributed to the
study in different ways. In Faster R-CNN (Ravi er al, 2023), a
ResNet50 backbone is used, along with a region proposal network
(RPN) and classifier. RPNs generate region proposals, while classifiers
utilize ResNet50 (Geddes, 2020) to classify objects based on
predicted bounding box coordinates. Models with anchor boxes of
varying sizes and aspect ratios can handle objects in various shapes
and sizes. In YOLOV7 (Syed er af, 2023), bounding boxes and class
probabilities are predicted by considering one object at a time. This
version allows users to choose between different network
architectures, including CSPDarknet53 and CSPResNeXt50. For
specific datasets, K-means clustering enhances the model’s efficiency
and accuracy by optimizing anchor box sizes (Li er a/, 2022) and
aspect ratios.

1.1. Paper Contribution:

This paper makes the following substantial contributions:

1. Image enhancement and pre-processing are applied to enhance and
standardize images.
2. A data augmentation technique is used to balance the dataset.
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However, this approach may reduce the number of generalization
errors, particularly for classes with smaller sample sizes.

3. Feature extraction is performed using the transfer learning (TL)
approach, EfficientNetB1, along with weighted binary cross-entropy
loss to manage the high number of false positive cases.

4. The effectiveness of mEffCxrNet is evaluated in comparison to
ResNet155v2, DenseNet-121, VGG-19, Mask R-CNN, bidirectional
LSTM, MobileNetV2 with exponential fine-tuning, wavelet
transformation, and EfficientNet, among others.

2. Literature Review

The lungs are among the most exposed organs in the body and have
been a leading cause of death and disability for the past 200 years
(Geddes, 2020). Developing a model that effectively analyses medical
images is challenging because medical images are inherently more
complex and heterogeneous than standard images. Numerous
studies have explored the use of CXR images to identify various lung
infections, including but not limited to pneumonia and COVID-19
(Ravi et al, 2023).

TL and CNNs have proven effective in automatically extracting
features from unstructured data, such as images, due to their
advanced feature extraction capabilities. This research presents a
comparative analysis of lung diseases in Table 1. The study focuses
on a realistic dataset of patients with COPD (Hemdan er a, 2020) to
demonstrate the model’s effectiveness in detecting COVID-19 and

other lung diseases (Singh eral, 2021).

Table 1. Literature summary and limitations

Author Methodology Features Challenges
PF-positive individuals can Did not conduct cross-
Optimised be automatically classified validation experiments to
Syed eral, (2023). ResNet50v2 | using chest CTimages based | confirm the reliability of the
on the diagnostic model. findings.
The prediction model
Inception combines Attention-U-Net Model complexity can be
Li eral, (2022) P and Inception-ResNet to optimized due to insufficient
ResNetv2 . . .
improve the accuracy of CXR | computational training data.
predictions.
Raza et al, (2023). Inception- Achieves high classification The dataset is limited.
ResNet-v2 accuracy.
Yaseliani er al, VGG16 + Displays improved Requires fine-tunin
(2022). VGG19 performance metrics. q s
Incorporates extra global
. . . AUC=0.762 and F1-score =
Souid eral, (2021). | MobileNetV2 | average pooling and a dense 0,652 are 100 low.
layer.
Cheng etal, (2021). DSAE Effectively removes noise Training is expensive due to
from the input signal complex data.
Th[e proPost)eId r;e[[hm[:l[ Model performance is low
Hussain eral, (2021) CNN creates asizable dataset (o due to a limited number of
evaluate classification R
_ images.
algorithms.
- Achieves better classification . .
Ismael and Sengiir ) Does not consider various
CNN accuracy using the kernel .
(2021) : lung diseases.
function.
Pneumonia classes can be Ineffective in learning
Karthik et al, (2021). NN optimally dis(inguvished deﬁn‘i[e pEvI[[erVHS [,O assist
based on learning radiologists in disease
differentiating patterns. identification.
Enhances local search
Cheng eral, (2021). BAT capabilities and algorithm The dataset is small.
stability.
Uses ResNetv2 to categorise Precision =0.64, Recall =
Bharati e al,, (2020). ResNetv2 £° 0.62, and Accuracy =70.8%
and locate abnormal regions. )
— all relatively low.
Panwar et al, (2020), Grad-CAM CXR images received a Classification accvu racy was
strong response. not very high.
Provides reliable and i
De Moura et al, . . . Deep learning is difficult and
DL rigorous analysis to assist L :
(2020). > L ) expensive in practice.
clinical decision-making.
Arias-Londofio eral, Aims to improve specificity Error distribution among
DNN PP . :
(2020). and classification accuracy. classes remains an issue.
. Trimmed techniques .
Rajaraman ez al, . L Requires an enormous
CNN precisely pinpoint the .
(2020). . amount of training data.
prominent ROI.

The literature review identified several gaps:

1. Effectively analyzing medical images is challenging due to limited data

availability and their complexity.

2. Most TL methods overlook challenges such as improving X-ray image
quality and handling class imbalance, which hinder the accurate

identification of infected areas during feature extraction.

3. Existing approaches often extract features from complete |ung

images, disregarding the relevance of infected lung regions.

4. High training times pose significant challenges for CXR image

classification and detection. The proposed model addresses this by
achieving efficient classification on large datasets with reduced
training time.

3. Methodology

The methodology aims to improve the accuracy and reliability of the
CXR model by enhancing and standardizing images. Image
enhancement and pre-processing techniques are applied to reduce
noise and ensure uniformity across datasets. A data augmentation
technique is used to address data imbalance by enlarging
underrepresented classes and reducing overfitting risks. This
approach minimizes generalization errors for smaller classes,
ensuring balanced learning. Feature extraction is performed using the
EfficientNetB1 TL model, which captures intricate patterns in medical
images. A weighted binary cross-entropy loss function is integrated
into the model to effectively manage the disproportionately high
number of false positives that arise in medical diagnosis.

3.1. Pre-processing: Image Enhancement:
3.1.1. Standardisation

Standardizing an image involves subtracting its mean pixel value and
dividing the result by its standard deviation. This process converts all
images from the original grayscale into a standard grayscale, where
similar intensities correspond to similar tissue characteristics,
correcting inter-subject intensity variance (Hassan eral, 2022).

Standardization normalizes a random variable by assigning it an
expected mean value of 0 and a standard deviation of 1 (Dzierzak,
2019). The Z-test formula guides this procedure:
x—u

Z = - (1)
Based on Equation (1), the standardization formula calculates the
value Z using the observed value x, the expected mean |, and the
standard deviation O.

3.1.2. Class Imbalance

Class imbalance (Muljo et af, 2023) occurs when a dataset contains
a disproportionate number of examples from a single class, making it
a prominentissue. This may appear as a classification problem with a
distinct  majority-minority class distinction or as a multiclass
classification problem.

Table 2. Augmentation parameters for class balancing

Transformation Techniques
Flip-horizontally TRUE
Flip-vertically TRUE
Rotational-range 20
Shift-width-range 0.2
Shift-height-range 0.2
Zoom-range 02
Shear transformation 20

Due to imbalance, the model skews toward predictions for the majority
class, making imbalanced datasets problematic. Accuracy also becomes
a misleading performance metric in such cases. A data augmentation
technique is employed to balance the class distribution. A dataset
containing an uneven ratio of samples between the majority and
minority classes is referred to as class imbalance.

Shear transformation is a method that fixes one axis of an image
while stretching the other at a predetermined angle, for example, a
0.2 shear angle. Random zoom transformation was performed using
the zoom range argument; a value greater than one indicates that the
images were zoomed in, while a value less than one indicates that
they were zoomed out. To balance the dataset, augmented images
were created for minority classes based on the maximum size of the
majority class. Out of four classes, the majority class, ‘Normal,” has
7,146 samples; thus, the other minority classes were sampled to
match this number. The augmentation process increased the number
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of images by 13,737, bringing the total training dataset size to 28,584.
Table 2 presents the data augmentation transformation techniques
applied to balance the data.

3.1.3. EfficientNet Model

The EfficientNetB1 method was introduced by Google Al (Raza eral,
2023) to solve the problem of accurate prediction using an efficient
approach. The EfficientNet algorithm was initially developed by Tan
and Le in 2019. This TL algorithm performs well on both common and
ImageNet image classification tasks.

To classify lung diseases from CXR images, we fine-tuned the
EfficientNetB1 architecture. Figure 1 depicts the model architecture
of mEffCxrNet. Optimizing the network’s depth, width, and
resolution can improve performance by scaling the network model.

Figure 1. Architecture of model
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It can enhance local search capabilities and guarantee algorithm
stability. It achieves excellent accuracy and performs better than
other methods with a huge amount of data. The CXR images receive
a strong response; COVID-19 cases are not identified in the present
scenario, and the cropped techniques precisely identify the
prominent ROI. The amount of data needed for training is enormous.

In order to scale EfficientNet (Tan and Le, 2020) in three aspects —
width (w), depth (d), and resolution (r) — it includes a fixed set of
scaling coefficients that follow predefined guidelines. For n output
classes, the likelihood distribution is computed using the SoftMax
function, given in Equation (2) Here, x, ¥ and z are constants
computed through a hyperparameter tuning process known as grid
search, where ¢ is user-specified and manages computational
resources accordingly.

d=xe
W:y‘P
r=Zz0
s.ta.p?y? =2
a>1,>1y>1 @)

Scaling coefficients were applied to the baseline network to achieve
the desired target model size. The accuracy of images increases
marginally as the image width or resolution increases. To solve this
problem, it is important to adjust all these dimensions
simultaneously.

Itis possible to express the CNN using the following expression:

Oizfi

Where fl represents the operator,t, represents the outputimage and
X; represents the input image. The input CXR image X; has the shape
(H;, W;, C;), where spatial dimensions are H;, W;, and the channel
dimension is C; so the ConvNet of the EfficientNet-B1 model is
represented as a series of layers: L = fi. ... .........f; (Xj) and finally,
ConvNet is represented as:

N = OiS=1fLi(XHi,Wi,Ci) (3)

Here, the shape of the input image X; is represented by H;, W, C;,
and f; represents f; applied [; times in stage i. To optimize the
outcome, it is important to scale the model by adjusting the network

length (L;), and with shape H;, W;.
s
s.t. N(d’ w, r) = Oi=1fd.Li(Xr.Hi,r.Wi,w.Ci) (4)

In Equation (4), N illustrates the network with predefined baseline
model parameters Fj, L;, H;, W;, C;, where /is the stage number.
These parameters are scaled with width, resolution, and depth
d,r, w. EfficientNet-B1 has 344 layers with three color channels (R,
G, and B), with each input image having a size of 400 x 400 pixels.
The resolution of subsequent layers is scaled down to reduce the
feature map size while the width is increased for accuracy. For
instance, the second convolution (CNN) layer consists of W = 16
filters, and the following convolution layer has W filters. For example,
Conv2D has W = 16 filters, while the third CNN layer has W = 24
filters. The final layer, which is fed to the fully connected layer, has an
upper limit of D = 1469 filters.

By combining Plateau, Early Stopping, and Model Checkpoint Keras
callbacks, the model effectively addresses some of their drawbacks.

Algorithm: Pseudo-Code for mEffCxrNet
Input: Covid19-Radiography-Database

Output: A model for lung disease classification

Begin

data<— load dataser

check ims_in_folder<— data
Check label distribution<—x
Found:

[V, ORI NN

Class_imabalace <— d: (positive ple i samp/e)
b_x¢—balance dat?(data_augmentation)

Add: train_fata(x) and test_dat7(y)

xy—split(x1,x2y1y2)

Standardization<—Z :;'H

img, gen’

© ® N

My size=(300300,1)
bsize =64

Lsize = (300,300)

10 iMGmerge <—xy

imgsplit‘* Xy

Lcross_entrapy < Crossy, — lossentrapy

12 Restore_belit weight = True
13 classifier<— train_model using b_x
model.fir— EfficientNetB1(mEfCxrNet)+additional layer

Activation<— Softmax, relu
k r—12(1=0.016)

a_r— 11(0.006)

b ~—11(0.006)
momentum<—0.99

optimizer <— Adamax

14 Predict <— cross_validation with model

computes evaluation_metrics

End

Early stopping based on user-specified accuracy criteria and dynamic
learning rate modifications is possible due to the weighted cross-
entropy loss. The cross-entropy loss contribution from the /{htraining
dataset is computed as follows for each CXR image in this study:

Lcross,entropy(xi) =—(y; lOg(f(Xi)) + (1 -Vi) log(l -
f(x;))) )

Where f(x;) represents the model output or the likelihood of a

Verma, S., Devarajan, G.G. and Sharma, P.K. (2025). Modified efficient net of chest x-ray images for lung disease classification using transfer learning approach. Scientific Journal of King Faisal University: Basic and Applied Sciences,
26(1), 35-42.DOI: 10.37575/b/eng/240032



38

correct classification while (x;) and (y;) denote the input
characteristics and corresponding label, respectively. In each training
scenario, where (y;) = 0or (1—1y;) = 0, only one of these
terms contributes to the loss (as the other term is divided by zero and
becomes equal to zero).

The average cross-entropy loss across a training set of N instances,
denoted as D, can be expressed in the following manner:

Lcross,entropy = - % ( angs log (f(x;)) + Znneg 10g(1 -
f(x;) ®)

In scenarios where positive training instances are significantly fewer,
the negative class dominates the loss. Whether each class contributes
positively or negatively is determined based on its total contribution
across all training cases related to the pathological condition:

Npo

freq, = -

s Nne,
,and  freq, = —2 )
pos Wneg

Where 1, and 1y, represent the number of positive and negative
examples, respectively. To equalize the overall contribution of each
class, each instance is multiplied by the class-specific weight factors

Wpos and Wy . The desired balancing condition is:

Wpos * freqp = Wpeg * freqy 8)

which we can achieve simply by applying the weightings. The positive
and negative labels within each class would have the same overall
contribution to the loss function, as seen in the above image if these
weightings were applied. Now, let us implement such a loss function.
The final weighted loss for each training case after calculating the
weights is:

Lcross,entropy(xi) = _( Wposy log(f(x)) + Wneg (1 -
y) log(1 — f(x))) ©)

By reducing the weighted cross-entropy loss, the model becomes less
biased towards the majority class and improves its ability to classify
all classes accurately, particularly those underrepresented in the
dataset.

4. Results

4.1. Dataset Description:

Evaluation of the proposed framework is conducted using publicly
available Kaggle Mathieu er a/, (2020) that is, the COVID-19
Radiography Dataset (Nguyen er a/, 2020). The dataset contains
21,212 images. Upon the initial release, our database contained 219
CXR images of COVID-19, along with 1,341 CXR images of standard
pneumonia and 1,345 CXR images of viral pneumonia.

Figure 2: A visualization of the dataset’s class distribution and description
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Figure 2 illustrates the basic distribution of the proposed dataser,
which combines data sources into a single dataset repository

containing raw CXR image data from a lung-infected patient. Each
folder was checked for available data and label distributions. After the
distribution, it was noticed that the positive samples were
significantly more significant than the negative samples, indicating an
imbalance in the class.

Therefore, we applied class balancing and measured the intensity
distribution of pixels before and after standardization for image
enhancement. To build the model, an augmentation layer, a pre-
processing layer, and a custom lambda layer were added using
EfficientNetB1 with the pre-trained image. We use weighted binary
cross-entropy loss to handle false positives, aiming to achieve the best
result.

Since there are many more X-ray images of pneumonia, the model
weighs these cases heavily, leading to incorrect classifications. Thus,
we adjust this bias and attempt to force the model to balance normal
and pneumonia images. The performance metrics evaluate the
model’s effectiveness.

4.2. Performance Measures:

The hardware and software environment used in the experiment are
as follows: Windows 10 Pro edition with a 64-bit operating system,
x64-based processor, Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz—
1.80GHz, 8 GB memory, and GPU100 with 16 GB memory. Python
was used as the primary programming language to execute the work.

Performance metrics, including accuracy, specificity, recall, precision,
false positive rate (FPR), false negative rate (FNR), and F1-score, were
calculated to assess the TL models. Each unique model’s confusion
matrix was used to derive these parameters. The most commonly
used metrics in image annotation were employed to evaluate the
effectiveness of the proposed model, including:

Accuracy: Accuracy is a metric used to evaluate the effectiveness of

classification and regression methods. It is defined as the ratio of

correct predictions to the total number of predictions:
tp+tn

tp+tntfp+fn

Here, tp, ty, fp and f;, represent true positives, true negatives, false

positives, and false negatives, respectively.

Accuracy = (10)

Precision (p): Based on the number of predicted values that are
actually correct, precision indicates the proportion of accurately
made positive predictions. It is calculated as follows:

t
[
b= (11)
tpthp
Recall(r): Recall measures the proportion of correct positive
prop p
predictions among all actual positive cases:

t.
r= —L (12)
tpt+fn

F1 — score : Fi-score is a metric used to evaluate binary
classification models based on the predictions made for the positive
class. It is calculated by combining precision and recall while
assigning equal weight to both. The formula is:

2%tp

F1 —score = ——
2xtp+fpt+fn

(13)
Specificity (Sp): Specificity measures the percentage of patients
correctly identified as normal (having no lung disease). Patients with
any lung disease, such as lung opacity, are categorized as TN and FP
— those who are actually not suffering from lung opacity. This metric
determines which lung disease belongs to which class:

__tIn
P bty (14)
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Table 3 presents the performance measures and their values,
demonstrating the effectiveness of the proposed model.

Table 3. Performance measures

Measure Value(%)
Precision 99.44
Recall 99.26
Sensitivity 99.26
Specificity 99.89
Positive Predictive Value (Precision) 99.45
Negative Predictive Value 99.85
False Positive Rate 0.11
False Discovery Rate 0.55
False Negative Rate 0.74
Accuracy 99.78
F1 Score 99.35
Matthews Correlation Coefficient 99.22

Matthews Correlation Coefficient (MCC): According to the

confusion matrix, MCC yields a high score only if the model performs

well in all four categories (TP, TN, FP, FN), maintaining a balance

between the size of positive and negative variables in the dataset:
tp* tn—fp* fn

JEp+p)* (tp+fr)*En+fp)*(tn+fn)

(15)

4.3. Result Analysis

An Adamax optimizer was used for learning rate optimization over
20 epochs with 75% training data, 15% validation data, and 15%
testing data. The Adamax optimizer significantly enhanced model
performance, and fine-tuning with optimized learning rates further
improved accuracy.

Figure 3. Training and validation curve
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Figure 4. Precision and recall curve
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Figure 3(a—b) shows the loss and accuracy values during the
validation and training phases of the proposed model. In Figure 5(a—
b), the y-axis represents loss/accuracy, and the x-axis represents the
number of epochs. Figure 4(a—b) shows Precision and Recall values
on the y-axis with a number of epocs on the x-axis. Figure 5(a)
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represents the proportion of true positive predictions among all
positive predictions made, while Figure 5(b) shows the ratio of true
positive predictions to the total number of actual positive cases. The
classification decisions were analyzed using confusion matrices and
contingency tables. Additionally, the ROC curves in Figure 6(a)
illustrate the decision-making process in diagnostic tests, where the
ROC graph shows the relationship between the true positive rate
(Sensitivity, Y-axis) and the false positive rate (Specificity, X-axis).

4.4. Comparative Analysis:

Based on the experiment results, it can be concluded that the
proposed model offers substantial improvements in terms of
accuracy, speed, and cost for lung disease classification using CXR
images. The suggested model outperforms other models in statistical
metrics, as shown in Table 4, leading to improved generalization,
better accuracy, and fewer incorrect predictions.

Table 4. Comparison with state-of-the-art methods

Reference Method Accuracy | Precision | Recall | F1-Score Ch.es': X-ray
lmﬂges
Chakraborty et al,
VGG-19 97.11 97 97 96 3,797
(2022)
[Fernando et a/, (2022)| ResNet152V2 98.96 97.52 98.64 98.25 5,386
. MobileNetV2 +
Kaurand Kulkami | ¢ 0 e ntial Fine- | 9680 | 9672 | 9671 9.9 9475
(2024) N
Tuning
Indumathi and Mask R-CNN +
Siva (2023). Bidirectional LsTm | 2216 | 9918 | 9916 | 9914 13808
. Wavelet
AlAhmadiand |y formationand | 97 %6 89 92 5,544
Mohammad (2023) -
EfficientNet
Sho"vké(“zgg‘;)_Q“'“h' ResNet Model 95 95.65 % 95 1,428
Our Model 99.39 98.89 97 97 21212

Figure 6(b) shows a comparative analysis of the proposed model
with other models such as VGG-19, ResNet50, MobileNetV2 +
Exponential Fine-Tuning, Deep CNN + ResNet50, Mask R-CNN +
Bidirectional LSTM, Wavelet Transformation and EfficientNet,
ResNet Model, CoviXNet, and Wide ResNet50. The analysis shows
that mEffCxrNet performed better in terms of accuracy and speed.

Figure 6. Decision-making measures
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5. Conclusion and Future Work

We can use a categorization system to compare CXR images of
COVID-19 patients and those with normal pneumonia. COVID-19
significantly disrupts daily life, affecting everything from public
healthcare to the global economy. This work introduced the
mEffCxrNet model, which employs CXR to classify positive lung
disease. The proposed model, mEffCxrNet, successfully provides
precise diagnoses for four class divisions: COVID-19, lung opacity,
viral pneumonia, and normal. To the best of our knowledge, the
suggested framework achieves the highest accuracy on the datasets
used in the experiments, with a classification accuracy of 99.70%,
precision of 98.68%, recall of 98.67%, F1-score of 98.67%, and the
lowest error rate of 1.33%. It consists of multiple layers, including an
input layer, the primary capsule, and the first convolutional layer.
Moreover, models can be retrained and reused, and image analysis
can help identify further abnormalities. In this research, the use of
CXR images — a practical, effective, and affordable testing method —
has been investigated for the quick and accurate identification of
COVID-19 in patients. Using our dataset, we experimented with and
examined many pre-trained models. On the top-performing models,
we also performed a 4-class classification. Future versions of this
method may be implemented as a real-time CT scan by integrating
high-end GPUs, cloud computing, patient data security, and
appropriate software interfaces.
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ABSTRACT

Oxy-fuel Combustion (OFC) in diesel engines is a transformative advancement, replacing traditional air intake with pure oxygen to enhance combustion
efficiency and enable precise control over engine performance. This study adapted a Conventional Air Combustion (CAC) diesel engine to OFC by sealing the air
intake and introducing oxygen directly into the inlet manifold. Precise oxygen injection via a Tomasetto Achille ITO1 rail gas injector and enhanced sealing
mechanisms ensured a stable, uncontaminated combustion environment, critical for assessing OFC performance. Experimental trials at 25% engine load
demonstrated that 0.77 grams of oxygen per cycle maintained stable combustion under OFC. Introducing 40% Exhaust Gas Recirculation (EGR) reduced oxygen
consumption to 0.462 grams per cycle. Performance comparisons revealed that Brake Thermal Efficiency (BTE) dropped from 20.1% under CAC to 16.2% in OFC
and further to 14.8% in OFC+EGR. Brake Specific Fuel Consumption (BSFC) increased from 420.2 g/kWh in CAC to 473.5 g/kWh in OFC and 527.7 g/kWh in
OFC+EGR. These findings underscore the need for optimization to recover efficiency losses. They also establish essential insights into OFC’s potential as a cleaner
and potentially more efficient combustion method for diesel engines, emphasizing its promise for future advancements.
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1. Introduction

The imperative to reduce emissions and improve fuel efficiency in
diesel engines has driven substantial research into alternative
combustion techniques. Among these, OFC has emerged as a promising
method for achieving near-zero emissions while potentially optimizing
combustion performance. In CAC, the presence of nitrogen in the intake
air leads to the formation of NOx, which contributes to environmental
pollution and health concerns. OFC, by introducing pure oxygen in
place of air, eliminates nitrogen from the combustion environment,
thereby reducing or even eliminating NOx emissions. This
transformative approach could pave the way for cleaner diesel engine
technologies, positioning OFC as a potentially viable pathway toward
environmentally sustainable combustion systems. OFC has been
mainly explored in large-scale applications like gas turbines and coal-
fired power plants. Studies on OFC in gas turbines have highlighted
efficiency gains and emission reductions (Liu er a/, 2012). Carbon
capture methods, including OFC, have been assessed for IGCC plants,
emphasizing emissions reduction (Kunze and Spliethoff, 2012).
Reviews of closed-cycle gas turbines have discussed OFC’s role in
enhancing power generation efficiency (Olumayegun er a/, 2016). A
novel combustion cycle involving oxygen and water injection has
demonstrated improved thermal efficiency and emissions control
(Osman, 2009). The implementation of OFC in diesel engines requires
a fundamental redesign of the engine intake system, as traditional air
intake setups are not compatible with the requirements for pure oxygen
delivery. The air intake manifold must be completely sealed to prevent
any ambient air from entering the combustion chamber, as even minor
leaks could compromise the oxygen purity and disrupt the combustion
process. Precision oxygen injection technology is also essential to
achieve stable and efficient combustion. Research in this area
emphasizes the importance of accurately metered oxygen delivery for
optimizing engine performance (Serrano er al, 2022). Controlled
oxygen injections enable researchers to study the effects of oxygen
concentration on combustion characteristics under diverse operating

conditions, a factor that has been shown to influence thermal efficiency
and fuel consumption. While OFC has been shown to dramatically
reduce emissions, achieving optimal performance metrics, such as BTE
and BSFC, poses a unique set of challenges. Managing these trade-offs
requires a comprehensive approach, considering injector design, fuel-
oxidizer mixing, and timing adjustments. The potential efficiency losses
in OFC highlight the importance of ongoing research to develop
optimization strategies that preserve fuel economy while delivering
cleaner emissions. Research has discussed the trade-offs associated
with OFC in diesel engines, noting that while OFC may reduce NOx and
other harmful emissions, it often results in a drop in efficiency due to
changesin combustion dynamics (Mobasheri eral, 2020). Studies have
also investigated the effects of oxygen-enriched air combustion in
diesel engines, focusing on combustion characteristics, engine
performance, and emissions. These investigations have demonstrated
the trade-offs involved in optimizing oxygen-enriched combustion for
improved engine performance and emissions control (Zhao er al,
2018). The exploration of OFC in diesel engines is a crucial step toward
developing combustion systems that are both efficient and
environmentally responsible. As combustion science advances, it is
anticipated that refinements in OFC technology will allow forimproved
injector designs and enhanced sealing techniques. Ensuring sealing
integrity in modified OFC diesel engines is crucial, as even minimal air
leaks can lead to reduced oxygen purity, significantly affecting
combustion efficiency. Research has examined the thermo-mechanical
stress and fatigue life of diesel engine pistons under oxy-fuel
combustion conditions, highlighting that the altered combustion
environment in OFC can impose different thermal and mechanical
stress on engine components, necessitating careful consideration of
sealing materials and engine design to maintain performance and
durability (Ugraram er af, 2023). Other studies have focused on the
injector design for OFC, showing that high-precision injectors could
increase BTE by up to 7% under controlled oxygen flow rates. These
investigations highlighted the role of injector timing and pulse
synchronization in achieving optimal fuel-air mixing and combustion
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stability (Patel and Lin, 2020). A micro-motion mass flow meter can be
used to monitor oxygen intake, enabling a more precise correlation
between oxygen levels and combustion parameters. Research suggests
that using Coriolis technology in mass flow meters allows for accurate
measurement of oxygen gas flow in real-time, which is critical for
optimizing oxygen combustion and engine efficiency. This method
ensures precise oxygen control, leading to enhanced combustion
stability and improved engine performance in diesel applications
(Emerson, 2022). Due to the use of pure oxygen and the absence of
nitrogen'’s dilutive effect, OFC is more prone to combustion instabilities.
To address this, insights from studies on knock and irregular
combustion phenomena in conventional diesel engines are being
explored for adaptation to OFC. Research has analyzed combustion
instabilities and control strategies in compression ignition and low-
temperature combustion, emphasizing the role of ignition delay, heat
release fluctuations, and pressure oscillations. These findings are
relevant to OFC, where high oxygen levels and nitrogen absence alter
combustion kinetics, increasing instability risks. Studies suggest that
injection timing optimization and EGR can enhance stability
(Krishnamoorthi and  Agarwal, 2022). Additionally, knock
characteristics in dual-fuel diesel engines indicate that prolonged
ignition delay intensifies knock, which is a key concern in OFC due to
oxygen enrichment. Optimizing pilot injection can help mitigate this
issue, while poor oxidizer-fuel mixing remains a crucial challenge in
OFC’s altered combustion environment (Nwafor, 2002). Knock in
diesel engines under altitude-induced oxygen depletion has been
numerically studied, showing its impact on combustion phasing. While
OFC enriches oxygen, improper control can exacerbate knock.
Research suggests precise oxygen injection and turbulence
enhancement to ensure stable combustion in OFC (Li eral, 2022).

One of the key challenges in OFC is managing the highly reactive nature
of pure oxygen combustion, which can lead to issues such as engine
knocking, elevated temperatures, and increased oxygen consumption.
To address this, researchers have explored the integration of EGR with
OFC as a strategy to moderate the oxygen content in the combustion
chamber. EGR, which involves redirecting a portion of the exhaust
gases back into the intake, can help stabilize combustion by reducing
oxygen concentration and lowering peak temperatures. Research has
analyzed the integration of EGR with alternative combustion strategies
and found that EGR significantly reduced NOx emissions while
maintaining combustion stability. Although the study focused on a
methanol—diesel reactivity-controlled compression ignition (RCCI)
engine, the findings are relevant to OFC applications where EGR plays
a crucial role in moderating combustion temperatures and mitigating
emissions (Huang et al, 2023). Further experiments highlighted the
beneficial impact of EGR on diesel engine performance, particularly in
terms of reducing peak combustion temperatures by up to 10%, which
helped mitigate NOx emissions (Hountalas er a/, 2008). In the context
of OFC, integrating EGR with controlled oxygen levels can further
stabilize the combustion process by moderating the thermal conditions,
thereby enhancing performance and reducing harmful emissions.
Similarly, combining EGR with oxygen-enriched air has been shown to
reduce NOx emissions by up to 45% while maintaining stable smoke
emissions (Zhang et al, 2013). This combination improves combustion
efficiency and reduces particulate emissions, offering insights for
enhancing OFC performance by balancing oxygen concentration and
EGR for better emissions control. Additionally, experimental studies on
the effects of OFC and EGR in a homogeneous charge compression
ignition engine demonstrated that precisely timed injection at elevated
pressure and temperature effectively stabilized combustion, improving
thermal efficiency (Kang ez a/, 2018). Although these findings highlight
the emission-related benefits of OFC, they also underscore the need for
further experimental validation to improve efficiency and stability.

1.1. Motivation:

Despite significant advancements, current OFC research lacks
comprehensive experimental validation under real-world operating
conditions, particularly at partial loads where performance and
stability remain challenging. Many studies emphasize emissions
reduction but fall short of quantifying the efficiencies, performance
metrics, and quantity of oxygen. This study aims to bridge these gaps
by experimentally evaluating diesel engine performance under OFC
and OFC+EGR at a 25% load, focusing on metrics such as Oxygen
consumption per cycle, BTE and BSFC. This research seeks to provide
new insights into OFC's practical viability, emphasizing combustion
stability and performance evaluation.

2. Methods

2.1. Experimental Setup:

The experimental analysis is performed using a naturally aspirated,
direct injection, single-cylinder water-cooled four-stroke engine.
Table 1 presents the specifications of the engine used in the study.

Table 1. Engine specifications

Parameter Units Value
Engine type % 4-Stroke, Single Cylinder Water-Cooled Diesel Engine
Rated Speed rpm 1500
Bore Diameter mm 87.5
Stroke mm 110
Compression ratio - 15.6:1
Orifice Diameter mm 296
Loading - Electric Loading

2.2. OFC Design and Experimental Configuration:

The successful design and implementation of the OFC system for
diesel engines require substantial alterations to the engine
structure, specifically focusing on the integration of controlled
oxygen injections for combustion enhancement. Central to this
process is the modification of the air intake system, where oxygen
is directly injected into the intake manifold. This oxygen injection is
synchronized with the engine's crank angle, ensuring precise
control to optimize combustion efficiency. A mass flow controller is
used to regulate the oxygen flow rate, maintaining a stable oxygen
concentration throughout the combustion cycle. This ensures that
the combustion process is optimized for higher efficiency and lower
emissions. Safety is paramount in the implementation of the OFC
system. Flame arresters are strategically placed both upstream of
the oxygen supply and before the engine to prevent any risk of
flashbacks or misfires when operating under high-pressure oxygen
conditions. Moreover, the intake system is rigorously sealed to
eliminate the possibility of unwanted air ingress, ensuring that only
the controlled oxygen enters the combustion chamber. The
importance of precise oxygen flow control, system sealing, and
safety protocols for successful OFC implementation has been
highlighted in previous works. Controlled oxygen enrichment
significantly improves combustion efficiency in diesel engines by
optimizing fuel oxidation and reducing incomplete combustion.
Studies have emphasized the necessity of regulating oxygen flow to
maintain stable combustion characteristics (Rajkumar and
Govindarajan, 2010). Additionally, safety guidelines stress the
critical role of flame arresters and proper intake system sealing in
preventing hazards such as flashbacks and misfires, especially in
high-oxygen environments. Ensuring these measures enhance both
engine performance and operational safety in OFC applications.
The careful integration of these design considerations is
fundamental for creating a reliable and safe experimental setup,
ensuring accurate and repeatable results in OFC studies
(Occupational Safety and Health Administration [OSHA], 2009).
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2.3. Diesel Engine Adoption:

The diesel engine is modified to operate in OFC mode by sealing the
airinlet manifold and directly injecting oxygen into the inlet pipe. This
modification necessitates a thorough examination of the engine’s air
intake system to ensure that all potential air entry points are
completely sealed, eliminating unwanted air ingress that could
compromise the accuracy and reliability of the OFC process.

Oxygen is supplied from a cylinder equipped with a pressure
regulator, calibrated to maintain consistent oxygen line pressure, as
controlled oxygen flow is essential for optimizing combustion
efficiency and performance outcomes. The Tomasetto Achille IT01
rail gas injector is used for oxygen injections and is known for its
accuracy and dependability in providing consistent gas quantities. Its
robust design withstands high pressures and varying flow rates,
allowing for accurate combustion conditions through modulated
oxygen flow, synchronized with the crank angle. To monitor the
injected oxygen flow rate, a micro-motion mass flow meter s utilized.
This device provides real-time, high-precision measurements crucial
for evaluating OFC performance and ensuring adherence to
experimental parameters. The micro-motion mass flow meter is
recognized for its accuracy and sensitivity in low-flow applications,
enhancing the reliability of experimental data. Safety measures
include flame arresters, installed upstream of the oxygen cylinder and
prior to the engine, preventing potential misfires or flashbacks during
operation under high-pressure conditions. Together, these
modifications and safety protocols ensure the effective
implementation of OFC in the diesel engine, facilitating accurate
experimentation while upholding safety standards.

Figure 1 illustrates the experimental setup used for OFC in the diesel
engine. The experiments were conducted at a constant engine speed
of 1500 rpm under steady-state conditions at 25% load. Before data
collection, the engine was running for 6 minutes to reach a stable
operating condition. Combustion data were collected only after the
engine attained a steady state, ensuring the reliability, repeatability,
and consistency of the experimental results. This setup ensures
effective implementation of OFC by maintaining precise oxygen
injection control, enabling accurate evaluation of combustion
performance under OFC conditions while adhering to safety
protocols and experimental parameters.

Figure 1. Schematic layout of engine setup for oxy-fuel combustion diesel engine

Engine Controls
And
Data Acquisition

Exhaust

Atmospheric Air
Inlet closed

Diesel Engine

sopunhy
se9 uabhxg

Tomasetto Achille Plame Afresior Micro Motion
1T01 Oxygen Injector Mass Flow Meter

2.4. Error Analysis:

In this study, error analysis was essential to ensure the accuracy and
consistency of the experimental results under OFC conditions. The
primary parameters for which experimental uncertainties were
considered include oxygen consumption, BTE, oxygen cylinder
pressure, nozzle diameter, and end of oxygen injection.

The oxygen consumption was measured using a Micro-Motion mass
flow meter with a measurement uncertainty of +0.2% of full scale.

The nozzle diameter was precisely controlled, with a tolerance of
+0.05 mm to ensure consistent oxygen flow into the combustion
chamber. Oxygen cylinder pressure, recorded at various test points,
was measured with an uncertainty of £0.1 bar, and it played a crucial
role in determining the mass flow of oxygen into the engine. The end
of oxygen injection, defined in terms of CAD, was carefully monitored
during the experiment. The uncertainty associated with this
parameter was +0.5 CAD, ensuring that the timing of oxygen injection
was consistent for each experimental run.

To ensure the accuracy and reliability of the measurements, the
experimental setup was designed to minimize external variables.
Ambient conditions, such as temperature, pressure, and humidity,
were monitored and controlled throughout the tests, although
ambient temperature and pressure were not directly measured.
Multiple repetitions of each experimental condition were performed
to assess the repeatability and consistency of the data. For each
experimental condition, the engine was allowed to stabilize to a
steady-state operation before measurements were taken. The steady-
state achievement duration was carefully monitored to ensure
accurate readings, with a stabilization period of at least 5 minutes for
each test point. The results were analyzed for consistency, and any
outliers were excluded from the final dataset to ensure the reliability
of the data.

Overall, using the calibration of sensors and taking appropriate
precautions to mitigate error propagation, the overall uncertainty in
the key experimental parameters was estimated at approximately
3.1%. This uncertainty was primarily influenced by the fuel flow
measurements, oxygen consumption, uncertainties in the oxygen
cylinder pressure, and nozzle diameter, all of which contributed
significantly to the experimental error.

3. Results and Discussion

3.1. Engine Load Conditions:

Selecting appropriate engine load conditions is crucial for a reliable
experimental analysis of OFC in diesel engines. This study carefully
considers load conditions to balance meaningful data generation
while considering the experimental setup's limitations. The 0% load
(idle) condition is deemed unsuitable for OFC analysis due to its
highly unstable combustion dynamics. At idle, minimal fuel injection
and inconsistent oxidizer-fuel mixtures lead to erratic data,
compounded by excess oxygen in the exhaust that exacerbates issues
such as backfiring, knocking, and irregular firing pulses, resulting in
significant combustion instabilities. Furthermore, the low power
output at idle generates insufficient heat, complicating the
calculation of performance metrics such as BTE and BSFC. Idle
conditions also fail to represent typical engine operations, where
engines primarily function under load.

In contrast, the 25% load condition is identified as optimal for
conducting OFC experiments, offering more stable combustion
dynamics. At this load, oxidizer-fuel ratios can be better controlled,
ensuring consistent pressure, temperature, and fuel injection
parameters. This stability enables reliable data collection and
sufficient power generation for accurate performance analysis,
including BTE and BSFC calculations.

Attempts to increase the load to 50%, 75%, or 100% faced operational
challenges, including engine knocking, unstable pressure fluctuations,
and oxidation-related safety concerns. These complications posed risks
to both engine durability and experimental safety. Consequently,
testing at higher loads was deemed impractical, as the conventional
engine setup used was not designed to manage the unique thermal and
oxidative stresses of OFC. Future research should focus on developing
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specialized engines tailored to OFC conditions, with improved thermal
resilience, oxidation control, and fuel injection optimization. By
selecting the 25% load, this study achieves a balance between
combustion stability and accurate performance data collection,
minimizing risks associated with higher loads in OFC conditions.

3.2. Limitations on Data Acquisition:

A key limitation encountered in this experimental analysis was the
absence of sensors for direct data acquisition. The extreme conditions
associated with OFC such as rapid heat release, elevated
temperatures, and increased oxidation risks, made it impractical to
install sensors within the combustion chamber. The presence of pure
oxygen significantly accelerates oxidation, posing a risk of damage to
conventional sensors. Moreover, high temperatures in the chamber
exceed the maximum operating range of standard sensors.

Another concern was sensor placement, which could inadvertently
allow air to enter the engine, compromising the controlled OFC
environment and introducing errors in the data collection.
Consequently, performance metrics like BTE and BSFC were
calculated indirectly. These metrics were derived from the applied
engine load, controlled via electrical loading, and the mass of fuel
injected, monitored over specific operating times. While this method
yields reliable performance data, it relies on estimations for detailed
combustion characteristics. Despite these limitations, the calculated
BTE and BSFC are sufficient to draw conclusions regarding the
feasibility of applying OFC to diesel engines. Addressing these
challenges through a customized experimental setup equipped with
appropriate sensors will be essential for further validating the
findings and enhancing the reliability of future studies.

3.3. Experimental Data and Performance Metrics:

In this study, the performance metrics of the modified diesel engine
under OFC conditions are evaluated based on three key parameters
Oxygen Consumption, BTE, and BSFC. Oxygen Consumption
(g/cycle) is calculated by measuring the amount of oxygen injected
into the engine per cycle, which is regulated and monitored using a
mass flow controller. The oxygen flow rate is synchronized with the
crank angle and recorded in real-time. BSFC is calculated by dividing
the fuel mass consumed by the brake power output. BSFC is a critical
indicator of fuel efficiency in internal combustion engines, with lower
values reflecting better efficiency. BTE is determined by the ratio of
the brake power output to the total energy input, which is calculated
from fuel consumption. This metric indicates the efficiency with
which the engine converts the fuel's energy into useful work. These
parameters are critical for assessing the impact of oxygen-enriched
combustion on engine performance.

3.4. Challenges in Customization of the OFC Experimental
Setup:

The diesel engine's air isolation was rigorously evaluated to facilitate an
effective transition to OFC. Several potential air leak zones were
identified, such as the air box inlet, hose connections, intercooler, intake
manifold gaskets, and the EGR valve. The objective was to ensure the
engine would shut down in the absence of air intake, indicating
successful air isolation. Initially, the air box inlet was closed off, but the
engine continued to operate, revealing inadequate air isolation. Figure
2. illustrates the air box inlet and its assembly designed to block air
entry. Additional trials, including sealing the turbocharger intake and
inspecting the crankcase ventilation system for leaks, uncovered further
air entry points. Ultimately, the air inlet assembly was determined to be
the primary source of leaks, necessitating its removal and replacement
with an airtight system on the inlet manifold. The before and after
scenarios of the air inlet assembly are depicted in Figure 3.

With the air inlet securely isolated, the engine was successfully shut
down, confirming the airtight integrity required for OFC operation.
This enabled the introduction of pure oxygen as the oxidizer, a critical
step in transitioning from CAC to OFC. Oxygen was injected directly
into the cylinder using a Tomasetto Achille ITO1 rail gas injector,
which precisely controlled the mass flow rate through pulsed
injections synchronized with the crank angle. The engine was initially
operated at 25% load under CAC, followed by a gradual reduction of
air intake through the manifold cover. Upon the onset of combustion
subsidence, oxygen injection was initiated, and the air manifold was
fully sealed to facilitate pure oxygen combustion. The air manifold
sealing used to transition from air to OFC is illustrated in Figure 4.

Figure 2. Air box inlet and its blocking assembly

(a) Air box is connected to the engine intake manifold

(b) Airbox assembly is removed, and the intake manifold is closed to ensure no air entry

Figure 4. Air manifold seal

3.5. Optimization of OFC:

In the absence of direct temperature, pressure, or combustion
characteristic measurements, the classification of combustion
conditions in this study was based primarily on qualitative
assessments derived from engine performance indicators, such as
exhaust behavior, engine load stability, and fuel consumption rates.
This classification approach was adapted to suit the specific
limitations of the experimental setup, where traditional
measurements of combustion processes were not feasible due to the
extreme conditions associated with OFC, such as rapid heat release
and high oxidation risks that hinder the installation of sensors within
the combustion chamber. Similar classification methodologies based
on performance indicators have been widely discussed in internal
combustion engine studies, where the limitations of sensor-based
measurements  necessitate indirect assessment techniques
(Heywood, 1988; Zhao, 2009).

Stable combustion was identified by consistent engine performance,
where the combustion process appeared smooth, without irregularities
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such as knocking, misfiring, or backfiring. This was inferred from the
stability of the engine load, continuous fuel injection without
interruptions, and the absence of any discernible combustion
anomalies. The smooth operation of the engine, with no signs of
abnormal exhaust gases, led to classifying these cycles as stable, as
corroborated in studies on internal combustion systems under varying
operational conditions. The combustion stability can be classified based
on the uniformity of exhaust emissions and smooth engine cycles
under optimized fuel-oxidizer conditions. Stable combustion in IC
engines is typically marked by consistent combustion behavior, without
significant  fluctuations in  engine performance or exhaust
characteristics (Heywood, 1988; Zhao, 2009).

Unstable combustion was characterized by fluctuating engine
performance, including irregular firing pulses in the exhaust and
noticeable misfiring or knock events. These irregularities, observed
through visual inspection and exhaust behavior, led to the
classification of combustion as unstable. Since temperature and
pressure data were unavailable, the focus was placed on the
consistency of the combustion cycles, which in this case showed
pronounced fluctuations in exhaust pulses. Studies have classified
unstable combustion using similar operational indicators, where the
occurrence of knock and misfiring suggested instability in the
combustion process (Heywood, 1988).

Irregular combustion was identified when combustion exhibited
inconsistent patterns of fuel consumption and exhaust pulse
irregularities, without showing the extreme instability seen in
backfiring or knock. These irregularities were quantified indirectly by
observing the frequency of misfires and irregular firing pulses in the
exhaust gases. Similar indicators have been used in the literature to
classify irregular combustion, where variations in combustion
characteristics, such as incomplete combustion or fluctuating exhaust
behavior, were used to categorize it. The irregular combustion could
be identified by such inconsistencies in the combustion process,
where the engine exhibited occasional misfiring but did not
experience the complete instability typical of knock or backfiring
(Zhao, 2012; Kirkpatrick, 2020).

Partial combustion was determined when incomplete fuel
combustion was evident, which manifested as an irregular engine
load and excessive fuel consumption for a given engine load. In this
condition, exhaust gases showed signs of inefficiency, potentially
contributing to higher levels of particulate matter or unburned
hydrocarbons, despite the lack of direct combustion monitoring. The
classification of partial combustion has been supported in studies on
IC engines, where similar methods of assessing fuel efficiency and
exhaust emissions were used to evaluate the combustion process.
The partial combustion can be identified by the imbalance between
fuel input and engine load, as well as by inefficient exhaust gases,
even in the absence of direct temperature or pressure measurements
(Heywood, 1988; Kirkpatrick, 2020).

Finally, Uncontrolled Combustion was classified in cases where
extreme combustion irregularities were observed, including
continuous backfiring and knocking. This condition indicated a
complete failure of the combustion process to stabilize, which
resulted in engine instability. While direct combustion measurements
were not available, the combustion was inferred to be uncontrolled
through the erratic engine behavior and violent exhaust emissions.
This classification is well-documented in combustion research, while
identifying the uncontrolled combustion through similar symptoms
of combustion instability, such as backfiring, knocking, and erratic
exhaust behavior (Heywood, 1988; Zhao, 2009). The classification of
combustion conditions in this study follows these established
methodologies, adapted for the limitations of the experimental setup,

and is supported by a body of literature that utilizes similar
operational performance indicators to categorize combustion
stability under IC engine conditions.

Initial trials with stoichiometric oxygen quantities at 25% load failed
to maintain stable combustion. A rapid increase in oxygen supply led
to challenges such as backfiring, knocking, and irregular firing pulses
in the exhaust due to excess oxygen accumulation. To achieve stable
combustion, various combinations of oxygen cylinder pressure, gas
injector nozzle diameter, and injection timing were evaluated to
optimize combustion in the OFC diesel engine setup. The primary
goal was to establish stable and sustained combustion at 25% engine
load by fine-tuning the oxygen delivery into the combustion
chamber. Oxygen injection began atapproximately 180 CAD, with its
duration extended beyond the fuel injection cut-off to ensure proper
mixing and combustion.

Each combination aimed to optimize the oxygen supply in relation to
the dynamic combustion characteristics, thereby mitigating issues
such as knocking, backfiring, and incomplete combustion that were
prevalent in earlier iterations. By systematically varying the nozzle
size and oxygen cylinder pressure, the effects of these parameters on
combustion behavior were carefully observed. Table 2 summarizes
the results, offering insights into the impact of each parameter on
combustion stability. Iteration 6 emerged as the optimal
configuration for sustained combustion conditions, with the required
oxygen per cycle recorded at 0.77 g. This finding indicates that a
significant portion of the supplied oxygen remained unused,
highlighting the need to balance the cylinder volume to compensate
for the absence of nitrogen in the combustion chamber.

Table 2. Iterations on oxygen injection for OFC
2 Cyli Nozzl End of
\terat 02 Cylinder Nozzle nd(? Ofygen Combustion ]
ion Pressure Diameter Injection Status Observations
(bar) (mm) (CAD)
1 15 15 350.0 Uns!abl}e Uneven combustion, misfiring.
Combustion
2 15 1.8 370.0 Irregulér Irregular firing and misfires.
Combustion
3 18 18 360.0 Knock.a.nd Knock an‘d unstable
Instability combustion cycles.
4 18 20 3750 Unslablke Weak and InC‘OmP|ele
Combustion combustion.
5 20 20 3550 Par[lalv Misfiring anc.i partial
Combustion combustion.
Stable and N
6 2.0 (Best) 20 3750 Sustained | Smeoth combustion with no
. signs of knocking or backfiring.
Combustion
Mild Minor instability but
7 20 23 365.0 Combustion maintained acceptable
Instability combustion conditions.
s 20 23 3850 Combu.suon C.ombusnon |rregu|ar|(|.e5,
Variations discontinuous combustion
9 23 25 3550 Backflnng and Backfiring anvd uncontrolled
Misfiring combustion events.
Severe Disruptive combustion process,
10 25 28 365.0 Backfiringand | causing severe backfiring and
Knock knock.
1 25 28 385.0 Uncon(ro!led Erratic combusn.o.n and engine
Combustion instability.

3.6. EGR Integration:

The current engine setup allows for a maximum EGR rate of 40%.
Exceeding this threshold reduces the engine's ability to maintain
stable combustion due to the excessive buildup of residual gases,
which diminishes available oxygen and hampers flame propagation,
leading to incomplete combustion and instability. EGR was controlled
by mass flow rather than volume to ensure accurate and precise
regulation of the exhaust gas recirculated into the intake manifold.
This approach is crucial since mass flow directly correlates with the
combustion dynamics, as it influences the oxygen concentration and
thermal capacity in the combustion chamber. The engine initially
operated using CAC before transitioning to OFC. Once stable
combustion in OFC was established, the EGR valve was gradually
adjusted to achieve the 40% mass-based rate through a controlled
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process, carefully monitored to maintain combustion stability.

To optimize oxygen consumption under the OFC+EGR configuration,
aseries of tests systematically varied the gas injector nozzle diameter
while keeping the oxygen cylinder pressure constant at 2 bars and the
oxygen injection duration fixed at 375° CAD. The nozzle diameter
was reduced in increments of 0.1 mm to assess its effect on
combustion stability and engine performance. The trials indicated
that a nozzle diameter of 1.8 mm provided the most stable and
consistent combustion under the OFC+EGR setup, facilitating
optimal mixing of oxygen and fuel. Further reductions in nozzle
diameter led to combustion instability, characterized by misfires and
incomplete combustion due to inadequate oxygen availability, which
disrupted the formation of a homogeneous oxidizer-fuel mixture.

Table 3 illustrates the reduction in oxygen consumption per cycle
when implementing EGR alongside OFC. Maintaining a constant
oxygen cylinder pressure at 2 bar, along with EGR introduction,
increased in-cylinder pressure, which reduced the pressure
differential between the oxygen cylinder and combustion chamber.
This resulted in a decreased oxygen flow rate. With the optimized
nozzle diameter of 1.8 mm, the oxygen required for sustained
combustion was reduced to 0.462 g/cycle, a significant decrease from
the 0.77 g/cycle required under OFC alone. This highlights the
effectiveness of EGR and nozzle optimization in minimizing oxygen
consumption while maintaining combustion stability.

Table 3. Comparison of oxygen consumption (g/cycle)
[ Outputvariable ] Units OFC [ OFC + EGR |
| Oxygen Consumption ] g/cycle 0.77 | 0.462 |

3.7. Performance Comparison:

To ensure a fair comparison between CAC, OFC, and OFC+EGR, key
engine parameters such as fuel injection pressure, mass of fuel
injected, injection timing, and crank angle were kept consistent with
those used during CAC trials. This approach ensured that the only
variable influencing combustion was the nature of the oxidizer.

The experimental results highlight notable differences in
performance across the three combustion modes at 25% load. Under
sustained combustion conditions, the BTE for OFC was measured at
16.2%, significantly lower than the 20.1% observed for CAC. The
efficiency further decreased to 14.8% for OFC+EGR. This decline in
BTE across the combustion modes can be attributed to the absence of
nitrogen in OFC and OFC+EGR, which results in elevated combustion
temperatures and increased heat losses through the exhaust. While
the OFC environment accelerates combustion, it also increases
thermal dissipation. The lack of inert gases diminishes the dilution
effect, resulting in a faster burn rate and improved heat transfer to the
cylinder walls. In the OFC+EGR setup, the introduction of exhaust
gases further reduces the available oxygen, negatively affecting both
combustion stability and efficiency.

Similarly, BSFC showed a significant increase across the combustion
modes. For CAC, the BSFC was recorded at 420.2 g/kW-hr, while OFC
exhibited a higher consumption rate of 473.5 g/kW-hr. In the
OFC+EGR configuration, BSFC further escalated to 527.7 g/kW—hr.
Thisincrease in fuel consumption directly correlates with the reduced
thermal efficiency observed in OFC and OFC+EGR, as more fuel is
required to sustain the same power output. The absence of nitrogen
alters flame propagation dynamics, necessitating a higher fuel mass
for stable combustion, further elevating BSFC. Additionally, in the
OFC+EGR setup, the reduced oxygen availability compared to pure
OFC limits combustion efficiency by lowering flame temperatures
and slowing combustion reactions, leading to even higher fuel
consumption and reduced thermal efficiency.

Table 4 summarizes the performance comparisons among CAC, OFC,
and OFC+EGR. The results indicate a clear decline in efficiency as the

system transitions from CAC to OFC and further to OFC+EGR. While
EGR effectively reduces excess oxygen, it compromises the
combustion process due to the increased presence of in-cylinder
residual gases, impairing flame propagation and stability. As a result,
while excess oxygen is reduced, this trade-off results in a marked
decrease in overall efficiency and increased fuel consumption across
all combustion modes.

Table 4. Performance comparison of CAC, OFC, and OFC+EGR

Output Variable Units CAC OFC OFC +EGR
BTE % 201 16.2 14.8
BSFC g/kW-hr 420.2 473.5 527.7

In the current research, the thermal efficiency and fuel consumption
characteristics of a diesel engine were analyzed under CAC, OFC, and
OFC+EGR conditions. The BTE dropped from 20.1% under CAC to
16.2% under OFC, and further to 14.8% with OFC+EGR, which is in
line with the findings of Ugraram er al (2022) who reported a
significant drop in indicated brake power and indicated mean
effective pressure for OFC, suggesting efficiency losses, which aligns
with the present findings. These results can be attributed to the
absence of nitrogen in the combustion process, which increases the
combustion temperatures. Hong et al. (2010) explained that this
effect occurs due to the altered heat capacity ratio in oxy-fuel
environments. Additionally, the increased exhaust heat losses
contribute to the reduction in efficiency, as observed in the present
study. Similarly, the BSFC increased from 420.2 g/kW-hr under CAC
to 473.5 g/kW-hr under OFC, and further to 527.7 g/kW-hr under
OFC+EGR. This increase in fuel consumption aligns with the
observations made by Mobasheri er a/ (2022) who found a
significant reduction in thermal efficiency, with a corresponding
increase in fuel consumption under oxy-fuel combustion conditions.
The elevated fuel consumption in the present study mirrors this trend,
highlighting the challenges of maintaining combustion stability while
compensating for the absence of nitrogen in the oxy-fuel combustion
system. These findings further validate the reduction in thermal
efficiency and increased fuel consumption observed in OFC and
OFC+EGR conditions in comparison to CAC, underscoring the need
for performance optimization to recover efficiency losses.

4. Conclusion

This study underscores the successful adaptation of oxy-fuel
combustion in diesel engines, highlighting the challenges encountered,
the quantitative performance outcomes, and the necessity for further
optimization to enhance overall efficiency and stability.

(] Engine customization efforts included rigorous testing for air isolation,
leading to successful shutdowns of the engine under OFC conditions,
confirming effective adaptation to pure oxygen as an oxidizer.

(] Challenges such as incomplete combustion and knocking were
addressed through systematic optimization of the gas injector nozzle
diameter, with an optimal size of 1.8 mm identified for stable
combustion.

®  The introduction of EGR successfully reduced excess oxygen but
resulted in compromised combustion stability and further increased
BSFC.

®  Significant adjustments were necessary to counter the adverse effects
of reduced nitrogen levels in the combustion process, which affected
flame propagation and thermal efficiency.

(] The transition from CAC to OFC demonstrated a decrease in BTE from
20.1% (CAC) to 16.2% (OFC) and further to 14.8% (OFC+EGR).

®  BSFC increased significantly, with values of 420.2 g/kW-hr (CAC),
4735 g/kW-hr (OFC), and 527.7 g/kW-hr (OFC+EGR), indicating
reduced thermal efficiency.

(] The study's findings indicate that while initial performance metrics
reveal efficiency losses, the potential for enhanced combustion
stability and efficiency through ongoing modifications remains.

®  Acomprehensive assessment of the performance outcomes suggests
a critical need for further optimization of the combustion system to
recover lost performance and improve operational stability.
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Further optimization is crucial to address the performance losses
observed under OFC conditions. With these enhancements, OFC
could become a highly effective and environmentally friendly
technique for diesel engine operation, positioning it as a superior
alternative to conventional combustion methods while improving
both performance and emissions control.
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ABSTRACT

This study aims to assess drought patterns in the Harem region of northwestern Syria during the spring seasons from 2013 to 2024, using data from Landsat 8
and 9. Drought severity was evaluated and categorized into five classes using the Vegetation Health Index, which combines the Normalized Difference Vegetation
Index and the Temperature Condition Index. Monthly precipitation data were included as a supporting component to evaluate climatic conditions, and the Google
Earth Engine platform was used for processing and spatiotemporal analysis. The findings revealed fluctuations in drought severity, with the 2017—-2019 period
being the most affected, particularly in 2019, when land surface temperature (LST) reached its highest levels and vegetation health markedly declined. The 2020—
2024 period, by contrast, showed gradual improvement in vegetation health and a reduction in the extent of severe drought. The study also indicated that the
relationship between precipitation and drought severity is nonlinear, with LST playing a key role in determining drought intensity. To improve the management
of water and agricultural resources and reduce the effects of drought on local communities and ecosystems, this study highlights the importance of adopting
advanced monitoring and forecasting strategies that incorporate artificial intelligence technology.
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1. Introduction

One of the most hazardous natural occurrences that has a significant
impact on ecosystems and human communities worldwide is
drought. Tracking and evaluating the impacts of drought is more
challenging because, unlike other natural catastrophes that strike
quickly, it develops slowly and has lingering effects that can last for
months or even years (Sugg er al, 2020; Wilhite and Glantz, 1985).
Global climate change has worsened the issue in recent decades by
increasing the frequency and severity of drought occurrences
(Trenberth er al, 2014). This growing threat highlights the urgent
need to develop advanced and efficient tools and techniques for
drought monitoring and impact analysis on both the environment
and communities (Kim and Jehanzaib, 2020; Adisa, Masinde, and
Botai, 2020). Syria is also frequently exposed to drought. Over the
past few decades, the country has witnessed an increase in the
frequency and severity of drought periods, which has exacerbated the
problems of desertification and the degradation of agricultural lands.
This has been reflected in living conditions and a decline in per capita
income due to annual fluctuations in agricultural land productivity
(Atik eral, 2024). Several studies indicate that Syria has experienced
multiple severe drought waves in recent decades (Karmoka er al,
2019; Mathbout er a/, 2025), which has greatly affected water and
agricultural resources (Hameed er a/, 2020). In this context, remote
sensing technologies have played a vital role in enhancing our
capacity for extensive drought monitoring (Kogan, 1995; Nepsta er
al, 1994). Recent years have witnessed tremendous advancements in
these technologies, opening new avenues for real-time
environmental change monitoring and analysis. The Landsat series of
satellites stands out as one of the primary sources of space data
among the crucial space tools contributing to drought studies,
providing precise historical records spanning more than 40 years of
continuous Earth surface observation (Belward and Skgien, 2015;

Goward er al, 2021; Wulder er a/, 2022). Landsat 8 and Landsat 9
satellites are capable of providing multispectral data at high spatial
resolutions of up to 30 meters per pixel, with coverage cycles
repeating every 16 days (Irons and Masek, 2006; Masek er a/, 2020;
Roy er al, 2014). These features make Landsat an ideal tool for
monitoring changes in vegetation cover and land surface conditions,
which helps improve our ability to track the effects of drought on the
environment. The ability to analyze temporal and spatial changes
using these space data provides valuable tools for researchers and
planners to assess drought severity and predict potential impacts,
enhancing adaptation strategies and reducing negative effects on
local communities and ecosystems (Bhaga er a/, 2020; Zhang et al,
2021). Recent studies show that remote sensing techniques can
provide a thorough and precise representation of drought conditions,
assisting in identifying vulnerable regions and assessing their severity
(Agarwal er al, 2024). Additional studies have demonstrated the
value of these techniques in tracking variations in vegetation cover
and understanding how droughtimpacts various ecosystems (Li eral,
2024). With the increasing volume of available space data, there is a
need for powerful platforms that can efficiently process and analyze
these data. Google Earth Engine (GEE) represents a paradigm shift in
this field, offering massive computing power and a vast archive of
space data. The platform enables researchers and specialists to
process and analyze large datasets without the need for extensive
local computing resources and supports the development of
interactive applications that can be shared with the scientific
community (Ayek and Zerouali, 2025; Bhowmik and Bhatt, 2024;
Qazvini and Carrion, 2023). The Vegetation Health Index (VHI) is an
enhanced drought monitoring index (Hu er al, 2020), which
combines vegetation cover and land surface temperature (LST)
information into a single index. The VHI integrates two main indices:
the Vegetation Condition Index (VCI), based on the Normalized
Difference Vegetation Index (NDVI), and the Temperature Condition

Corresponding Author: Almustafa Abd Elkader Ayek

009630959262134, almustafaayek@gmail.com


https://doi.org/10.37575/b/agr/250013

52

Index (TCl), based on LST, and measures plant heat stress. VHI has
been applied in various environments and geographical areas. It can
precisely identify agricultural drought conditions, detect early
vegetation stress, and be used for studying various natural and
cultivated vegetation covers (Alqadhi er al, 2025; Hang er al, 2024;
Javan er af, 2025; Karmoka and Hanjagi, 2023; Zeng et al, 2022) to
assess the impacts, severity, and classification of drought and to
monitor the temporal and spatial changes of drought conditions. It
may also be used to track actual vegetation drought across different
agricultural and climatic regions while accounting for meteorological
variables (Bhuiyan er a/, 2006). Given the increasing challenges of
drought and its impacts on food security and water resources, there
is an urgent need to develop user-friendly and effective drought
monitoring applications. These applications can support decision-
makers in water and agricultural resource management, researchers
in studying drought patterns and trends, farmers in planning
agricultural activities, and institutions in emergency planning and
drought response. The present study aims to develop an integrated
application on the GEE platform to derive and analyze the VHI using
Landsat 8 and 9 data. The application focuses on areas with
vegetation cover only to ensure assessment accuracy, provides an
interactive user interface to select the analysis time period, calculates
and analyzes drought intensity, and generates detailed reports on
drought conditions. This study represents an important step toward
developing effective drought monitoring tools that can be used by a
wide range of users, contributing to improving our understanding
and management of this complex natural phenomenon.

2. Materials and Methods

2.1. Study Area:

The Harem region is located in the northern part of the Idlib
Governorate, in the far northwest of Syria. It extends between
latitudes 35°55'50" and 36°20'26" north of the equator and
longitudes 36°22"35" and 36°49'59" east of the Greenwich line
(Figure 1). With an estimated area of 768 km?, it constitutes 14.1% of
the Idlib Governorate's total area. The Orontes (al-Asi) River forms its
western boundary; Mount Simeon, its eastern boundary; the Amgq
Plain and the Afrin River, its northern boundary; and the Al-Roj Plain,
its southern boundary.

Figure 1: The geographical location of the study area
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The region contains three low-lying hilly bands (Barisha, Al-A'la, Al-
Waustani) that run along the north—south axis. The highest peak of Al-
Waustani Mountain is 870 meters, while the lowest pointis 89 meters,
located north of Salgin near the Al-Omq depression. Plains and
depressions such as Al-Roj, Sardin, and Al-Dana are also present and
are hydrologically linked to the basin. The lower Orontes has a semi-
humid Mediterranean climate with cold, rainy winters and moderate,
dry summers.

2.2. Used Data:

An integrated set of satellite data from the Landsat 8 and Landsat 9
satellites was used. Together, they provide continuous coverage of
Earth’s surface every eight days at a spatial resolution of 30 meters.
The Landsat Collection 2 Level-2 dataset was utilized, featuring
advanced radiometric and geometric processing to ensure data
quality and reliability. The data included the primary spectral bands
for calculating the NDVI—the red band (SR_B4) and the near-
infrared band (SR_B5)—as well as LST data derived from the thermal
band (ST_B10) using the single channel algorithm. Additionally,
monthly precipitation data from ERA5-Land were used to represent
climatic conditions in the study area. The study period covered 2013
to 2024, focusing on the spring season (March to May), which
represents the main vegetation growth period in the region.

2.3. Research Methodology:

The VHI was calculated and analyzed using a sequential system of
related procedures (Figure 2). The process began with the
preprocessing of raw data from Landsat 8 and 9. Quality masks were
applied to exclude pixels affected by clouds and shadows. Spectral
band values were converted to reflectance values, and thermal band
data were converted to LSTs in Celsius. The red and near-infrared
bands were used to calculate NDVI, and areas with vegetation cover
were identified by excluding non-vegetated areas usingan NDVI> 0.2
threshold (Yu eral, 2014).

Figure 2: Flow chart of research methodology
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The NDVI was calculated using Equation (1) (Rouse ez al, 1973):

NIR—RED

NDVI = (1

Where N/Rrepresents the near-infrared band surface reflectance, and
RED represents the red band surface reflectance.

NIR+RED
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The VCl is calculated by determining the maximum (NDVI,,,,) and
minimum (NDVI,,;,) values of the NDVI index for the study period by
applying Equation (2) (Kogan, 1995).
NDVI — NDVImin
V(I = ———— X %100 ()
NDVImax — NDVImin

Concurrently, the TCl is calculated by applying Equation (3) (Kogan,
1995), using the maximum (LST,.,) and minimum (LST ;) values of
LST.

LSTmax —LSTi
T = ————— 100 ©)
LSTmax — LSTmin
Surface temperature values were extracted from Landsat Level 2
products using band ST_B10 by applying conversion factors (scale
factor 0.00341802 and offset factor 149). The values were then
converted from Kelvin to Celsius by subtracting 273.15 degrees

(Equation 4) (USGS, 2023).

LST = [(ST_B10*0.00431802) + 149] — 273.15 (4)

The VCl and TCl indices are then combined with equal weights (0.5)
to obtain the VHI, following Equation (5) (Kogan, 1995).

VHI = 0.5 X vai + 0.5 X T1CI (5)

A diminished VHI value, resulting from a low NDVI and high LST,
indicates suboptimal vegetative condition. In contrast, a higher VHI
value, reflecting high NDVI and lower LST, suggests enhanced
vegetation vitality and health (Tang ez a/, 2020). The VHI is classified
into five categories to determine drought severity: very severe
drought (VHI <10), severe drought (10—20), moderate drought (20—
30), mild drought (30—40), and no drought (VHI > 40).

The methodology concludes with a comprehensive statistical
analysis, including calculation of the areas affected by each drought
category and analysis of temporal and spatial changes. The results are
presented as distribution maps and detailed statistical reports,
supported by rainfall data to illustrate the relationship between
drought and prevailing climatic conditions. The application, Drought
Watch, is designed to display the VHI layer for each user analysis,
showing a color gradient ranging from dark red (dry areas) to green
(wet areas), within a numerical range of 0 to 50.

3. Results and Discussion

3.1. Temporal Analysis of Dry Periods:

With the exception of 2013, 2020, and 2024—when the area
of the no-drought class constituted more than 50% of the study
area, the results showed variation in the distribution of drought
classes across the years, exceeding 50% in most years. In 2013
and 2020, the area of the no-drought category reached 570.42
km? and 527.11 km?, respectively (Figure 3), reflecting the
region's sensitivity to multiple climatic factors, most notably
changes in precipitation amounts, LST, and human—economic
impacts related to the war.

Figure 3: Drought severity trends over the years.
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Three major phases can be distinguished within the study period:
3.1.1. Moderate to mild drought phase (2013—2016)

The extreme drought class was rare during this phase, with the area
impacted by this class never exceeding 0.56 km? in any year. The
percentage of regions not affected by drought (no-drought class)
remained relatively high, reaching 57042 km? in 2013 and
decreasing to 208.29 km? in 2016 (Figure 3). The NDVI average
fluctuated over this phase, with values ranging from 0.29 to 0.45
(Figure 5). Despite some stressful periods, the overall vegetation
condition was considered good, with an index average of 0.38.
During this phase, the average temperature was 31.58°C, and the
average precipitation was 89.72 mm. The majority of the study area
in 2013 appeared green, indicating high values of the VHI and,
consequently, a vital vegetation cover and larger vegetated area. This
is evident from the maps in Figure 4, which illustrate the temporal and
spatial distribution of drought according to the VHI index. Although
at a smaller percentage, the remaining years of this phase also
displayed a spread of green (high VHI values).

Figure 4: The spatiotemporal distribution of VHI values during each phase
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Figure 5: Standard deviation and average NDVI values for the studied time series
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3.1.2. Severe drought phase (2016—2019)

The percentage of regions experiencing severe drought increased
significantly during this phase, indicating that the vegetative cover was
in an unhealthy condition with decreasing vitality. This is in line with
the conclusion drawn by Mathbout er a/. (2025), which showed that
throughout the years 2008, 2010, 2016, and 2017, Syria witnessed a
concentration of severe drought waves, especially in the central and
northern regions. The phase was accompanied by an increase in the
average LST, which recorded 32.1°C, indicating that temperature
played a role in the drought condition during this period. Furthermore,
it was accompanied by a notable increase in the average amount of
precipitation (143.7 mm), suggesting that one of the primary causes of
the drought's increased severity was the temperature rise. The highest
percentage of areas experiencing severe drought in the time series,
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113.54 km?, was recorded in 2019. Numerous factors contributed to
this, including natural ones such as high LSTs. For example, 2019 had
the highest average surface temperature value during the study period
at 34.9°C, indicating that the area experienced unusually high-water
pressure in the spring of that year. Unnatural factors also played a role,
including human activity through logging and overgrazing, particularly
in areas with natural vegetation cover (FAO, 2020), as well as the
consequences of the war, which affected the energy sector (fuel and
electricity) required to supply irrigation water in agricultural areas
(Jaafar er al, 2017). This resulted in a decrease in the area of planted
vegetation cover and a decline in its health and production status
(Sukkar er al, 2024). Based on the drought class distribution maps
(Figure 4), the majority of areas appeared dark red, indicating a decline
in the health and vitality of vegetation cover. This condition was due to
heat stress from high LSTs and the accompanying human factors from
military operations and the difficulty of accessing and maintaining
agricultural lands. This indicates the state of severe drought during
these years.

3.1.3. Gradual recovery phase (2020—2024)

During this phase, the areas afflicted by severe drought declined to
only 1.75 km?in 2024, indicating a gradual enhancement in drought
conditions and relative stability. On the other hand, the areas not
impacted by drought expanded to 333.4 km?2 in 2024, showing that
environmental conditions had generally improved. In addition, the
average LST decreased to 28.56°C in 2024, reducing heat stress on
plants, while the average precipitation was 114 mm during this
phase. The year 2024 recorded a high rainfall of 124 mm. An obvious
enhancement in vegetation cover was shown by the 2024 NDVI,
which recorded one of the highest values in the time series at 0.41.
Increased positive human activity and an effective precipitation—
temperature balance contributed to this improvement. Due to better
economic and environmental conditions, along with increased recent
precipitation, the vegetation cover area (NDVI > 0.2) also expanded
during this phase (Figure 6). In 2024, it increased to 741.39 km?
indicating a gradual recovery of agricultural lands. Additionally, a
decline in dark red—dominated regions was observed, reflecting the
decrease in severe drought classes and the increase in areas showing
no drought, indicated by green color shades. These areas were

distributed throughout the study area (Figure 4), particularly in 2020,
which witnessed a significant and rapid recovery of vegetation cover
after the severe stress experienced in 2019. This recovery was
attributed to the noticeable decline in average LST values by 2.95°C
compared to 2019 and the accompanying improvement in
precipitation, which reached 120.41 mm in 2020.

Figure 6: The vegetated cover area for the studied time series.
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3.2. Factors that Influence Drought:

3.2.1. The relationship between surface temperatures and drought

. The findings demonstrated that high LSTs were frequently associated
with severe droughts. For instance, despite relatively significant
precipitation, 2019 witnessed a notable decline in vegetation health
due to comparatively high temperatures.

®  On the other hand, 2024 saw a temperature decrease compared to
previous years, which had a positive impact on vegetation cover.

3.2.2. The role of precipitation

®  Although precipitation plays a crucial role in determining the severity
of drought, the results indicated that the relationship is not necessarily
linear. The mean NDVI values and rainfall amounts showed a weak
and insignificant correlation (R = 0.09).

° In some years, such as 2019, high precipitation did not have a clear
positive effect on reducing drought due to high temperatures and
their negative effects on soil and vegetation.

° In contrast, in other years, such as 2023 and 2024, precipitation
played a more prominentrole inimproving environmental conditions,
as reflected in the general enhancement of vegetation health
indicators and the high value of actual precipitation in these two
years.

4. Conclusions

This study assessed drought patterns and vegetation health in the
Harem region from 2013 to 2024, and the main findings are
summarized as follows:

®  Since 2019 experienced the greatest rate of severe drought and the
highest LSTs during the research period, it can be considered the peak
drought year.

®  Inrecentyears (2020—2024), the study area has gradually improved,
with an increase in the area of healthy vegetation and a decrease in
drought intensity.

®  The relationship between precipitation and drought severity is not
direct, as LSTs play a crucial role in determining the extent to which
vegetation is affected by drought. Therefore, the prevalence and
severity of drought cannot be judged based on rainfall alone;
temperature levels must also be considered. This makes monitoring
climate change essential for understanding drought dynamics.

(] In the long term, the results revealed a persistent pattern of mild
drought in the region, with affected areas ranging between 200 and
400 km? during most of the study years. It was noted that very severe
drought events, although relatively rare, remained intermittently
present, indicating that the region experiences frequent cycles of
stress due to high temperatures or human-induced destruction of
agricultural lands and a decline in agricultural service operations.

®  The results also showed significant variation in the distribution of
different drought classes between years, with 2017 having a large area
impacted by moderate drought (304.07 km?), while 2018 recorded
the largest area of moderate drought (344.5 km?).

®  Regarding vegetation cover, the area covered by vegetation
progressively shrank (NDVI > 0.2) from 760.97 km? in 2013 to the
lowest value of 723.08 km2in 2022.

5. Recommendations

®  The study area, Harem, is located within Idlib Governorate, which
borders Turkey. Since the outbreak of the Syrian crisis, this area has
witnessed ongoing military operations and widespread population
displacement. During the study period (2013—2024), the area was
outside the scope of any government support, regulation, or
monitoring programs, resulting in a complete absence of data on the
vegetation inventory or the state of the region’s ecosystems.
Furthermore, no reports were available from any governmental or
non-governmental entity documenting the state of the vegetation
cover during this period.

(] This demonstrates the practical significance of the model, as it
provides real-time and rapid data on the current state of vegetation
cover and drought conditions in the region. It highlights the
importance of the model and its potential to assist decision-makers in
proposing necessary measures as quickly as possible after detecting
an environmental problem. The model relies on the GEE platform,
which provides continuous data with a long archive and near-real-
time updates. It also helps decision-makers identify and navigate to
affected areas to carry out rapid intervention and support operations,
serving as a spatial indicator that accurately identifies areas exposed
to climatic and non-climatic stresses. The model is distinguished by its
potential for application in other areas, expanding its usefulness in
supporting environmental and agricultural rehabilitation efforts.

®  The study area urgently needs rehabilitation of existing irrigation
networks and the establishment of new ones to meet agricultural
development needs. Depending on the availability of groundwater
resources, it is also suggested to establish a network of wells to
enhance available water sources.

® To achieve resource sustainability and improve agricultural
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productivity, it is recommended to implement modern irrigation
projects aimed at minimizing water waste and optimizing water use.
Itis also suggested to expand the use of drought-resistant agricultural
varieties in line with prevailing climatic conditions.

®  To support farmers and enable them to replant their lands, it is
essential to provide improved seeds, fertilizers, and other agricultural
production inputs. Additionally, a structured pastoral program should
be established to determine the appropriate seasons for opening and
closing pastures, thus protecting vegetation cover while ensuring
fodder needs are met.

®  Based on these results, along with time series analysis approaches to
forecast future developments, it is crucial to improve ongoing
monitoring of LST, as it is closely associated with drought changes.
Since NDVI, LST, and precipitation data can be integrated to produce
more precise studies of long-term drought trends, creating Al-based
models (neural networks and deep learning) is a promising first step
in this direction. This will help empower decision-makers to take
proactive steps to safeguard agricultural resources and reduce the
detrimental effects of drought on regional ecosystems.

®  Furthermore, the use and analysis of thermal sensor data in parallel
with soil and moisture information can be a key component in
improving the accuracy of drought assessment.

®  This approach opens new avenues for understanding the impacts of
drought on agricultural production and vegetation cover, helping to
develop more efficient strategies to mitigate its effects and enhance
the sustainability of ecosystems and agriculture in the future.
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ABSTRACT

Biofertilizers utilize plant growth-promoting bacteria (PGPB), which are symbiotic bacteria found in the root nodules of leguminous plants that fix armospheric
nitrogen. This study utilized cell-free bacterial suspensions from several leguminous plants, including Vicia faba, Trifolium repens, Lens culinaris, Trigonella
foenum-graecum, Lens culinaris subsp. orientalis and Medicago sativa. Six isolates (MA1—MAG) were tested as biocontrol agents against Agrobacterium
tumefaciens RBO4, Lelliottia amnigena MN1 and Xanthomonas campestris. After establishing that these bacteria are pathogenic, we evaluated their antagonistic
activity using the cross method. This identified MA2 as the most effective isolate, with MAS following closely. Among the tested isolates, MA2 was the most
successful in inhibiting the growth of pathogenic bacteria, followed by MAS. The other isolates only impacted the growth of two bacterial species: L. amnigena
strain MN1 and X campestris. The agar well diffusion method showed bacterial sensitivity to cell-free supernatants (CFSs) at 67%, 34% and 17% for A.
tumefaciens, X. campestris and L. amnigena, respectively. CFS MAG, the most effective supernatant, was analyzed via gas chromatography-mass spectrometry,
revealing four active compounds: C7H13NO2, C11H18N202, C28H53NO3 and C21H39NO3, with molecular weights of 143,210,451 and 353, respectively.
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1. Introduction

In the rhizosphere, plants coexist with a diverse range of soil bacteria
known as plant growth-promoting bacteria (PGPB). These bacteria
have a positive influence on plant growth, development and resistance
to both biotic and abiotic stresses, while also producing secondary
metabolites, which explains their prevalence (Pantigoso er af, 2022).
Research highlights phytohormones (Egamberdieva et al, 2017),
organic acids and various secondary metabolites, including volatile
chemicals and exopolysaccharides (Naseem ez af, 2018), as significant
contributors. Additionally, they enhance plants’ resilience against biotic
threats, such as bacterial and fungal infections and abiotic stressors,
including drought and salinity (Pellegrini er al, 2020). Over recent
decades, PGPBs have garnered substantial attention due to their
sustainability and other beneficial traits. However, maintaining their
activity in the root zone has proven difficult due to a decline in most
PGPB species’ populations and suboptimal bacterial biomass
production from inoculating soil with bacterial suspensions lacking
suitable carriers or formulations. Moreover, these bacteria face
competition from soil microbes that have adapted to prey on them and
compete with naturally occurring established microbial communities
(Mokrani er al, 2020). The low survival rates of PGPB bacteria in
agricultural settings likely contribute to the limited mention of PGPB
strains in scientific literature. To address this issue, various researchers
have proposed using a cell-free suspension (CFS) as a viable alternative.
A CFS can be produced through a specific protocol that includes
centrifugation and microfiltration, followed by purification and an
examination of the biocontrol properties of the substances it contains
(Morcillo eral, 2022). Although research on this topic remains limited,
CFS shows promise in both the medical and food sectors, with most
studies focusing on its use as a biocontrol agent in laboratory settings to
combat bacterial and fungal plant diseases. Among the various genera
researched for their potential biostimulant and biocontrol capabilities,
considerable emphasis has been placed on Bacillus (Pellegrini et al,
2020).

Having acquired this insight, we set out to utilize the conjugate filtrate
system of symbiotic bacteria sourced from the root nodules of six
legume plants (e.g, Trigonella foenum-graecum, Lens culinaris
subsp. orientalis and Medlicago sativa) as a method for biological
control. Our objective was to inhibit the proliferation of three soil-
borne bacterial species, Agrobacterium rumefaciens strain RB04,
Lelliortia amnigena MNT and Xanthomonas campestris, that are
harmful to various plant species. We then confirmed their
pathogenicity on our target plants in vitro and identified their
bioactive compounds  through gas chromatography-mass
spectrometry (GC-MS) analysis.

2. Materials and Methods

2.1. Symbiotic Bacteria:

Six bacterial isolates from root nodules of leguminous plants, isolated
in a previous study, were used, namely: Vicia faba, Trifolium repens,
Lens culinaris, T. foenum-graecum, L. culinaris subsp. orientalis and
M. sativa(MA1, MA2, MA3, MA4, MA5 and MAG).

2.2. Pathogenic Bacteria:

Three different types of bacteria that colonize the soil and are
pathogenic to plants were used in this study.

2.2.1. Agrobacterium rumefacien strain RB04

PhD student Rayan Salim from the University of Mosul’s Department
of Plant Protection, in the College of Agriculture and Forestry,
conducted this research. After modifying the method outlined by
Trigui er al. (2013), one colony of A. tumefaciens was transferred to
Luria-Bertani (LB) broth and incubated at 30°C for 24 hours. The
population was measured at 107 CFU/ml, with an absorbance of 0.96
+0.02 at 600 nm. Carrots (Daucus carota L) were thoroughly cleaned
by rinsing under running water with a brush. Subsequently, discs
measuring 5 mm x 8 mm were created and sterilized in 2% sodium
hypochlorite (NaClO) for 30 minutes. After three 15-minute rinses in
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sterile water, the discs were removed and dried on sterile paper
towels. They were then positioned on sterile water agar medium in
Petri plates. Following this, 50 LLL of bacteria was applied to the discs
using a small syringe. The discs were then carefully placed onto the
water agar medium using sterile forceps. The plates were incubated
at 25°C for 16 hours in light, followed by 8 hours in darkness. Regular
monitoring of crown gall development was conducted.

2.2.2. Lelliottia amnigena (MN1)

This bacterium was obtained from the Soil Science and Water
Resources Department, College of Agriculture/Mosul University.
Two methods were employed to confirm its diagnosis.

The first involved assessing pathogenicity using the modified
methodology of Osai er al (2022), which employed mushroom
plants instead of potato tubers. Healthy mushroom samples were
carefully chosen, washed with tap water and subjected to surface
sterilization using 75% ethanol. To eliminate any remaining alcohol,
samples were rinsed three times with sterile distilled water and dried
on sterile filter paper. Small incisions were made on the surface using
asterile scalpel and approximately 0.3 ml of L. amnigena suspension
(3.5 x 10" CFU/ml) was applied. Sterile distilled water served as a
negative control. The samples were then placed in a sterile plastic dish
and incubated at 25°C, with daily observations of their characteristics
made over 25 days.

The second method involved the molecular identification of these
bacteria at the genus and species level, according to the following
steps:

® A - DNA extraction: This process utilized Chelex 100 from Bio-Rad,
USA. A small volume of purified colonies was collected using a loop
and placed in a 1-ml tube containing 200 pl of Chelex 100 and 100 pl
of TE buffer. The sample was then incubated in a water bath at 95°C.
After 10 minutes, the sample was carefully lifted and centrifuged at
13,000 rpm for another 10 minutes. The resulting upper aqueous
layer, which contained the DNA, was carefully removed and
transferred to a 0.5-ml tube, then stored at —4°C in a refrigerator until
needed.

®  B-765rRNAgene sequencing: As described by Rudolf ezal (2009), the
sequencing process starts with PCR amplification of the target areas
within the 765 rRNA gene using specified primers: forward (F:
GTGTAGCGGTGAAATGCG) and reverse (R:
ACGGGCGGTGTGTACAA), in a total reaction volume of 25 . This
mixture consists of 12.5 I of master mix, 0.5 [l of forward primer,
0.5 Wl of reverse primer, 6.5 [ of distilled water and 5 [l of genomic
DNA. The PCR reaction involves denaturation at 95°C for 5 minutes,
followed by 35 cycles of denaturation at 95°C for 30 seconds,
annealing at 58°C for 1 minute and extension at 72°C for 30 seconds,
concluding with an extension at 72°C for 5 minutes. Following this,
PCR products are resolved on a 2% agarose gel with ethidium bromide
and visualized using UV light. The sequence is then determined by
sending the sample to Korea, followed by analyzing the results in the
National Center for Biotechnology Information online database.

2.2.3. Xanthomonas campestris

PhD student Rayan Salim from the University of Mosul’s Department
of Plant Protection and College of Agriculture and Forestry obtained
this bacterium. The diagnosis was validated by introducing this
bacterium into cabbage (Brassica oleracea) plant leaves and
monitoring its pathogenicity according to the methodology described
by Popovi¢ eral. (2013). The bacteria were cultivated on a solid yeast
extract-dextrose-CaCO3 medium for 48 hours at 28°C, then
centrifuged and diluted in sterile distilled water to a concentration of
1078 cfu/ml. Later, the petioles and leaves of the cabbage were
injected with the inoculum to conduct the pathogenicity test. The
leaves were incubated in a low-humidity environment at 25°C with a
16/8-h light cycle for a total of 24 hours. Once removed from the
humid environment, the samples were kept in an incubator
maintaining the same light and temperature conditions. Symptoms
were visible 1-week post-inoculation.

2.2.4. Antagonistic activity test

We employed the cross-linking technique outlined by Skowronek er
al. (2020) to evaluate whether six bacterial species isolated from
legume root nodules (MA1, MA2, MA3, MA4, MAS and MAG) can
inhibit three naturally occurring soil-pathogenic bacteria (A
tumefaciens RBO4, L. amnigena MNT and X. campestris). LB agar
plates were prepared and inoculated with bacteria sourced from root
nodules by drawing a single line down the center of each Petri dish.
Following a 2-day incubation at 28°C, the plates were inoculated with
phytopathogenic bacteria by creating a single line ata 90° angle to the
previous line. We examined microbial interactions by measuring the
size of the inhibition zone.

2.3. Testing Antibacterial Efficacy of The Cell-free
Suspension:

2.3.1. Cell-free supernatant preparation

For the preparation of CFS, the procedure of El-Mokhtar et a/ (2020)
was modified slightly by adjusting the incubation conditions. The six
isolated bacteria (MA1—MAG6) were grown in 100 mL of LB broth for
18 hours at 28°C, then centrifuged to obtain the supernatant at 6,000
x g for 15 minutes at 4°C. The centrifuged supernatant was filtered
using a sterile filter (Sigma, Germany) with a 0.22-[m pore size.

2.3.2. Agar well diffusion method

For 24 hours, each type of harmful bacteria (A. twmefaciens RBO4, L.
amnigena MNT and X. campestris) was cultivated in LB broth and
maintained at 28°C. After 100 L of sterile swab was used to disperse
each suspension over the surface of the solid LB medium,
corresponding to McFarland’s standard of 0.5, the mixture was left to
dry atroom temperature (25°C). Then, using a sterile cork borer, holes
6 mm in diameter were punched into the agar. For each bacterial
species, the holes were filled with approximately 100 pL of CFS and
the plates were incubated at 28°C for 24 hours, as described by Gopal
and Thirupathi (2020). A transparent graduated ruler was used to
measure the inhibition area surrounding each hole in millimeters.

2.3.3. Testing pathogens’ susceptibility to antibiotics

The same method described earlier was utilized to inoculate the
medium with pathogenic bacteria, substituting the holes with
antibiotic discs. A total of 10 different antibiotics were employed:
Trimethoprim  (TMP), Ceftazidime (CAZ), Erythromycin (E),
Vancomycin (VA), Cefotaxime (CTX), Ampicillin (AM), Rifampin (RA),
Streptomycin (S), Chloramphenicol (C), Penicillin (P), Neomycin (N)
and Gentamicin (CN), all produced by Oxoid™, United Kingdom.
Following incubation under identical conditions, the zone of
inhibition around each disc was measured in millimeters.

2.4. Gas Chromatography-mass Spectrometry Analysis of
Components of Cell-free Supernatant:

Testresults indicated that the CFS from bacterial isolates of plantroot
nodules (AM6) was the most effective against phytopathogenic
bacteria. Using a gas chromatography-mass spectrometry (GC-MS)
QP210 ULTRA gas chromatograph (Shimadzu, Japan) at Basrah
University, we identified chemical compounds with antibacterial
properties by examining their retention times in the mass
spectrometer’s capillary column and then comparing them with the
mass spectra from the NSTAO8 library database and GC-MS Solution
software (Al-Barhawee and Al-Rubyee, 2024).

2.5. Statistical Analysis:

The results were statistically analyzed according to Goad (2020) to
identify significant differences between means in terms of standard
deviation values at a significance level of p=0.05.
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3. Results and Discussion

3.1. Pathogenicity:

The pathogenicity of the bacteria from the three species in this study
was confirmed through their effects on a specialized plant (Figure 1).
Carrot discs, a type of dicotyledonous plant, were infected with A.
tumefaciens strain RB04, allowing us to observe the progression of
crown gall disease over 10 days and 3 weeks post-infection. A.
tumefaciens strains collected from six distinct dicotyledonous plants
on the campus of Rajshahi University in Rajshahi, Bangladesh, were
identified as A. rumefaciens, capable of inducing crown gall disease
on potato slices, when compared to the standard A. tumefaciens
strain ATCC 23308T. These strains were assigned registration
numbers based on their host plants (Islam er a/, 2010). According to
Soriful eral (2010), the number of crown galls formed on carrot discs
varied with the strain, resulting in 12—16 tumors per disc, exceeding
the 12 tumors per disc observed with the control A. twmefaciens
ATCC 23308T. Itis important to note that crown gall formation occurs
when T-DNA from the tumor-inducing plasmid (Ti) integrates into
the host plant genome (Hooykaas, 2023).

Regarding the bacterium L. amnigena, diagnosis was confirmed due
to the infected mushroom plant exhibiting symptoms of soft mold
disease. This condition is characterized by the infected plant’s
attachment area being submerged in a viscous solution that emits a
foul, soft, mold odor, ultimately leading to the plant’s demise.
Molecular diagnosis was conducted using the 765 rRNA gene
primer, which revealed 95% identity with the isolate L. amnigena
strain BW102, as documented in the gene bank with accession
number PQ803913. The less than perfect match can be attributed
to deletions or substitutions among some of its nitrogenous bases:
C and G were deleted at two sites; G was substituted by A at five
sites; A was changed to G at five sites; C was converted to both T
and A at two different locations; A switched to G at four places; and
T changed to A at one site (Figure 2). Consequently, it has been
registered in GenBank as L. amnigena strain MN2, with accession
number PV030017. Genome evolution occurs when there is a shift
in the sequence of nitrogenous bases in a short genomic segment.
This alteration is termed a mutation, caused by gene deletion or
reduction (Lynch, 2006). Laboratory evolutionary studies indicate
that bacterial genomes are susceptible to deletion events over brief
evolutionary time frames (Nilsson ez a/, 2005). In this study, we
identified 21 independent deletion and substitution mutations
occurring at varying rates, often referred to as biased mutations
since they occur more frequently than others (Payne er a/, 2019).
These mutations tend to arise at specific genomic sites, particularly
those more prone to change, such as regions distant from the origin
of replication (Long eral, 2015). Furthermore, these mutations may
occur infrequently and within a single gene (Horton and Taylor,
2023), causing damage to single-stranded sequences during
replication or when used as templates for gene expression. This is
frequently associated with bacterial exposure to toxic agents, such
as free radicals and radiation, or variations in nutrient medium
components or growth conditions (Selveshwari er al, 2021).
Mutations can also result from the interactions between the
replication complex and mononucleotide repeats, such as CCCCC,
leading to polymerase enzyme slippage that causes insertion or
deletion processes (Hefetz er al, 2023). Notably, this phenomenon
was not observed in our study, as shown in Figure 2. However, we
found a marked preference for substitutions over deletions, a
tendency often associated with their simpler formation
mechanisms, more efficient repair processes and generally less
specific evolutionary implications (Horton and Taylor, 2023). In
Pseudomonas sp., Danneels er al. (2018) reported 857 insertion

and deletion mutations, with the mutations predominantly
occurring in the form of deletions rather than insertions.
Remarkably, this is the first record of this isolate in Iraq and other
Arab countries, as per gene bank documentation. Globally, two
strains have been recorded in China, the first derived from a downy
mildew disease affecting potato tubers (Osei er a/, 2022) and the
second isolated from downy mildew impacting numerous fields of
purple mustard, with infection rates reaching around 20—-30%
across a 5-hectare agricultural area, leading to significant economic
losses (Li er al, 2025). Recent developments have classified L.
amnigena as a soil-endemic bacterium and an opportunistic
pathogen responsible for downy mildew in plants (Wu eral, 2023).
The third isolate analyzed in this study was X. campestris, due to its
capacity to infect cabbage leaves and cause soft rot disease.
Iglesias-Bernabé er al (2019) reported that B. oleracea crops
infected with X. campestris pv. campestris have led to significant
economic damages worldwide.

Figure 1: Pathogenicity of pathogenic bacteria on carrots, mushroom and cabbage
leaves

A: infected with Agrobacterium tumefaciens strain RB04 and control
B: infected with L. amnigenaMN1,

C: control

D: infected with X. campestris,

E: control

Figure 2: The sequence of L. amnigenaMN1 765 rRNA gene

1cl|Query 8057121 Length: 429
1 RNA gene, partial sequence

0: Delete of C, ©: Delete of G, !: Substitute G with A, *: Substitute A with G
©: Substitute C with G, 0: Substitute T with G, +: Substitute C with A, ®: Substitute C
with T, ®: Substitute T with A

3.2. Evaluation of The Antagonistic Activity:

3.2.1. Symbiotic bacteria by cross-streak assay

The potential antagonistic properties of symbiotic isolates were
assessed using cross-line assays against three phytopathogenic
bacteria: A. rumefaciens strain RBO4, L. amnigena strain MN1T and X.
campestris (Figure 3). Six isolates, labeled MA1 through MAG,
successfully inhibited the growth of these bacterial species (Table 1).
Among them, the isolate MA2 exhibited the strongest inhibitory
effect on pathogenic bacteria, followed by MAS. In contrast, the
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remaining isolates (MA1, MA3, MA4 and MAG) only affected the
growth of two species: L. amnigena strain MN1 and X. campestris.
This variation can be attributed to the release of secondary
metabolites during the biocontrol process, which are often toxic to
other microorganisms yet not critical for the cell functions of the
producing organisms. The ability to generate such metabolites can
vary significantly across different strains and isolates (Tariq er af,
2020). The antagonistic effects of these aerobic nitrogen-fixing
bacteria might stem from competition for space and nutrients rather
than antimicrobial substances (Esteban-Herrero er al/, 2023).
Alternatively, these bacteria may produce biocontrol enzymes, such
as protease, lipase, amylase and DNase, or generate stable
antimicrobial substances that permeate the medium and remain
active throughout the analysis (Riseh er af, 2024). Additionally,
resistance may arise from the production of virulence factors by
pathogenic bacteria, especially Gram-negative types, including efflux
pumps that are crucial for expelling diverse compounds, thus
lowering their concentration and effectiveness in the cell (Gaurav er
al,2023).

Figure 3: Cross-tests between the six isolates (MA1-MAG6)

Agrobacterium
tumefacien strain
RB04

Lelliottia
amnigena strain
MN1

Xanthomonnas|
campestris

Plant symbionts are represented by the horizontal lines and the vertical lines represent

the three plant pathogenic isolates.

Table 1: Determination of the antagonistic activity of the six plant symbiotic isolates
against the pathogenic isolates using cross-validation tests.

Size of Inhibition Zones (mm)
Symbiotic bacteria Pathogenic bacteria
A facien L ig strain X. campestris
strain RB04 MN1
R 25+1.00 17 £1.528
Ml 0)c c d
%
MA2 40 +2.000 45 +1.000 40+£1.732
A a a
R 30+2.517 27+£2.082
MA3 ©c b b
R 26 +3.000 23+1.732
Mad 0)c bc c
MAS 20+2.517 20+ 3.464 12 +2.000
B d e
MA6 R 15+2,646 10 +2.646
0)c e e
Resistance (%) 67 0.0 0.0
Sensitivity (%) 33 100 100

R: Resistance, *: value of standard deviation, p-value: <0001. Data is the average of
three replicates. Similar letters indicate no significant differences, while different
letters indicate significant differences.

3.2.2. Symbiotic bacterial cell-free supernatants

When assessing the inhibitory effects of six CFSs on plant pathogens

known for their drug resistance, 16% for A. rtumefaciens RB04 and L.
amnigenaMN1 and 25% for X. campestris (see Figure 4 and Table 2),
most tested pathogens generally exhibited varying resistance levels
to all types of CFS, with complete resistance noted for CFS from MA3
and MAS. Conversely, the CFS from AM6 demonstrated the greatest
inhibitory effect against plant pathogenic bacteria, showing
inhibition zones of 20 mm for A. tumefaciens RB04, 17 mm for X.
campestris and 16 mm for L. amnigena MN1, compared to the other
CFS types (refer to Figure 5 and Table 3). Statistical analysis revealed
significant differences among the variables, as indicated by a
probability level of <0.05.

Regarding the resistance of Gram-negative bacteria, the studied
plant pathogens are resistant to the following antibiotics: X.
campestris (CAZ), L. amnigena MN1 and X. campestris (CTX)
and A. tumefaciens RBO4 (P). This resistance likely arises from
their production of the beta-lactamase enzyme, which
effectively cleaves the beta-lactam ring in antibiotic structures
(Vivekanandan er a/, 2025). A. tumefaciens RBO4's resistance
to the antibiotic E is presumably due to modifications in the 23S
ribosomal RNA within the 50S ribosomal subunit, which
obstructs E’s binding to the ribosome and allows continued
protein synthesis (Liang and Han, 2013). Meanwhile, the
resistance of L. amnigena MN1 and X. campestris to S could
result from alterations in the genes encoding the 16S ribosomal
RNA (Spagnolo et al, 2016). Regarding the sensitivity of these
three types of pathogenic bacteria to trimethoprim, this may
stem from its inhibition of the reduction of dihydrofolate to
tetrahydrofolate, the active form of folic acid, as suggested by
Gleckman er al (1981). On the other hand, the sensitivity to
chloramphenicol may be attributed to its ability to inhibit
protein synthesis by binding to the 50S subunit of the bacterial
70S ribosome (Yu and Zeng, 2024).

Furthermore, Jumaah er a/ (2022) observed that CFS from
bacteria isolated from the root nodules of leguminous plants
inhibited the growth of certain plant pathogenic fungi,
suggesting their potential as biological control agents. This
antimicrobial action from these bacteria potentially suppresses
the growth of plant pathogens by degrading compounds
secreted by them and inhibiting the germination of pathogenic
fungal spores (Al-Ani eral, 2012). In arecent study, the cell-free
supernatant of P. aeruginosa, isolated from soil, was found to
play arole in preventing biofilm formation by A. rumetaciens, a
plant pathogenic bacterium that attaches to plant wounds and
forms crown galls (Al-Barhawee and Al-Rubyee, 2024).

Figure 4: Antimicrobial activity of antibiotics against the pathogenic isolates

A: A. tumefaciens, B: L. amnigena, C: X. campestris.
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Table 2: Effect of antibiotics on pathogenic bacteria by the diameter of the inhibition

zone (mm)
Size of Inhibition Zones (mm)
Antibiotics Pathogenic bacteria
(pg/disk) A. facien L igenastrain X. campestris
strain RB04 MN1
31+2.082* 27 +£3.055 22+2.082
TMP (10) 2 be b
16+1.732 34+2.517 R
CAZ (30) ) ; 0
R 26+2.309 23+3.055
E(0) ©e be b
VA (30) 6+0.000 24 +2.000 30+2.082
c od a
19.33+1.528 R R
S b ©e e
17 £2.887 11+ 2.000 16 +1.000
AM (25) b f od
8+1.155 15+0.000 19 +2.646
RA (5) C e C
18 £1.732 R R
S (25
(25) b e e
30+4.619 28+4.041 15+1.155
C (10) a b d
R 24+1.732 29+1.000
PEow) e cd a
7+£1.732 16+1.732 14 £0.000
N (10) c R d
17 £2.646 20+3.215 17+3.512
CN (10) b d o
Resistance (%) 16 16 25
Sensitivity (%) 84 84 75

R: Resistance, *: value of standard deviation, p-value: < 0001. Data are an average of
three replicates. **: Similar letters indicate no significant differences between the
variables and different letters indicate significant differences between the variables.

Figure 5: Antagonistic activity of six CFSs against three pathogenic bacteria

A: A faciens, B: L. 7 C: X c

5 P

is, DW: distilled water (control -)

Table 3: Effect of CFS of Symbiotic bacteria on pathogenic bacteria by the diameter of
the inhibition zone (mm).

Size of Inhibition Zones (mm)
CFS of Symbiotic Pathogenic bacteria
bacteria A facien L ig strain X. campestris
strain RB04 MN1
16 +1.732% R R
AM1 bt ©)e ©e
13+1.155 R R
a2 c e e
R R R
M3 ©e ©e ©e
18 £3.464 R 16
AM4 ab 00,0) (14,17,7)
R R R
AMS OF ©)e ©e
AM6 20+3.215 16+1.732 17 £2.517
a a a
Resistance (%) 33 83 66
Sensitivity (%) 67 17 34

R: Resistance, *: value of standard deviation, p-value: <0001. Data are an average of three
replicates. **: Similar letters indicate no significant differences between the variables
and different letters indicate significant differences between the variables.

3.2.3. Gas chromatography-mass spectrometry analysis

Isolate MAG6 CFS was chosen for GC-MS analysis due to its strong
effectiveness in inhibiting pathogenic bacteria growth, as indicated
by the size of the inhibition zone (mm). Table 4 shows the presence
of four chemical compounds: (3-Pyrrolidin-2-yl-propionic acid),
(Pyrrolo[1,2-a] pyrazine-1,4-dione hexahydro), (L-Proline, N-valeryl-
, octadecyl ester) and (L-Leucine, N-cyclopropylcarbonyl-, undecyl
ester). Several studies have identified these chemical compounds in
various bacterial sources. For example, GC-MS analysis of an ethyl
acetate extract from Strepromyces sp. revealed several compounds,
including 3-pyrrolidin-2-yl-propionic acid, which demonstrated a
notable antibacterial effect against a range of pathogenic bacteria
(Veilumuthu, 2022). According to Kiran e a/ (2018), an antibiotic
called pyrrolo[1,2-a]pyrazine-1,4-dione, hexahydro was found to be
effective against methicillin-resistant Staphylococcus aureus after
being isolated from the marine bacterium Bacillus tequilensis MSI45.
Additionally, Ser et al (2015) reported its antioxidant properties
when extracted from Strepromyces bacteria sourced from soil.
Conversely, laboratory tests demonstrated that Aspergiflus oryzae
YRA3 could completely inhibit the growth of Rhizocronia solani. The
chemical composition of the secondary metabolites produced by this
fungus, as analyzed by GC-MS, revealed the presence of 32 distinct
compounds. L-Proline, N-valeryl and octadecyl esters were found to
be the most effective, while no antagonistic effects were observed for
Leucine, N-cyclopropylcarbonyl- and undecyl esters throughout the
experiment (Rashad eral, 2023).

Table 4: The four chemical compounds and their structure from the GC-MS analysis of

AMG6 CFS
Compound Name Formula Ry Structures
P Weight(g/mol)
3-Pyrrf)|l§|n-2}-)/|- C;Hq3NO, 143 I-“NI (/J-\_‘_,/‘xk _~OH
propionic acid i

Pyrrolo[1,2-
a]pyrazine-1,4-dione | Cy;H;gN,O, 210 <"’NJET\I/

hexahydro
L-Proline, N-valeryl-,
roline, val ery CZEHSzNOS 451 NY?
octadecyl ester
L-Leucine, N- .
cyclopropylcarbonyl- | C5H3gNO5 353 %( ¢"‘*’"’“‘N‘/

,undecyl ester

4. Conclusions

Symbiotic bacteria associated with legume plants, particularly those
isolated from the root nodules of beans, can inhibit the development
of bacterial plant diseases by producing bioactive compounds.
Therefore, these bacteria show promise as biological agents to control
bacterial infections in economically valuable crops and future
research should promptly evaluate them in real-world settings as
novel, environmentally safe antibacterial agents. Investigating this
topic could lead to the development of new and more effective
antibacterial agents based on the active compounds and diverse
secondary metabolites produced by these environmentally friendly
bacteria, thereby illuminating the complex relationships among
different microbes coexisting in the soil. Additionally, the data stored
in the gene bank indicate that L. amnigena has been isolated in only
two previous studies conducted in China and was recently isolated
for the third time in this study by the Laboratory of Molecular
Genetics, Department of Biology, College of Pure Sciences, University
of Mosul, Iraq. This marks the first registration in Iraq and the first
time this bacterium has been used for in vitro biocontrol. We
anticipate that future field applications will support sustainable
agriculture efforts in producing healthy crops free from microbial
diseases.
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ABSTRACT

The effects of temperature, pressure, and an applied magnetic field on the energies of a cylindrical layer of indium arsenide (InAs) quantum dots, with and without
Coulomb interaction, are investigated. Exciton energy depends significantly on these parameters. The results show that the ground-state and excited-state
energies increase with rising temperature and applied magnetic field (blue shift), but that both energy states decrease with increasing pressure (red shift). As the
temperature increases for higher states, the sensitivity of magneto-exciton energy also increases. The outcomes obtained for layered and ring-shaped systems
exhibit a universal quality, making them particularly interesting.
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1. Introduction

The fact that motion in zero-dimensional semiconductor structures is
limited in all three dimensions and that their sizes are smaller than or
equivalent to the bulk exciton Bohr radius has attracted significant
attention. Over the past 20 years, a large number of studies have been
published on the creation and decay of exciton states in
nanostructures containing quantum dots (QDs), as well as on how
these states interact with other quasiparticles and external fields.

Core/shell nanomaterials may be constructed primarily as a result of
recent technological advancements in material growth processes;
these materials’ unique and improved optical and electrical
characteristics make them extremely desirable from an application
standpoint. The confinement of quasiparticle motion in QDs leads to
an increase in binding energy (BE), oscillator strength, and exciton
lifetime in such systems (Kramar, 2009).

Numerous works have addressed the topic of determining the energy
and BE of an exciton in nanostructures with QDs; an imperfect list of
these works is provided by Elias (2019). Bhat and Shah (2018)
presented findings on exciton energies in spherical gallium arsenide
(GaAs) QDs, showing that dot size affects exciton energies and that
the initial excited-state exciton energy becomes five orders of
magnitude larger than the ground-state exciton energy for a
consistent dot radius.

Pokutnyi (2013) investigates a quasi-zero-dimensional semiconductor
nano system where an electron is restricted to the outer spherical
boundary between the QD and dielectric matrix while a hole navigates
through the QD volume. The system produces ground-state exciton BE
that exceeds the values found in zinc selenide and cadmium sulfide
single crystals.

Chafai er al, 2019 studied the effects an external electric field has on
the exciton energy spectrum in spherical GaN/AIN core/shell
nanodots. They examined how an external electric field modifies the
energy spectrum of excitons. This study also considers how changes
in nanodot size influence the lowest energy state of confined
excitons. According to a theoretical model using variational
computation, the exciton energy experiences a significant reduction

when the electric field is applied. The study shows that a specific
energy red shift exists between the intensity of the external electric
field and specific sizes of nanodots. Further research demonstrates
that increases in nanodot size lead to a decrease in the lowest exciton
energy, while decreases in nanodot size result in higher, lowest
exciton energy.

Pokytnyi er af, (2023) studied exciton quasi-molecules existing in
germanium double QDs situated in a silicon matrix nano system.
When two spatially indirect excitons interact, they combine to form
an exciton quasi-molecule. The production of spatially indirect
excitons and exciton quasi-molecules in the nano system was shown
to depend on the distance D between QD surfaces. The exciton quasi-
molecule’s singlet ground state exhibits BE greater than the biexciton
BE in asilicon crystal by two orders of magnitude.

Standard QD confinement behavior is primarily determined by the
nano system’s average size as well as its composition. Zielinski er a/
(2015) reveal that natural QDs produced in the indium arsenide
(InAs)/GaAs wetting layer have their excitonic properties
predominantly determined by random lattice composition
fluctuations. The biexciton BE shows extreme sensitivity to lattice
randomness while exhibiting almost no dependency on exciton

energy.
The notable flexibility of TMDC materials permits strain to alter their
fundamental exciton energies and spectral linewidths. Niehues eral,
2020 provided a description of the Stokes shift, which represents the
energy difference between light absorption and emission for the A
exciton in TMDC mono- and bilayers. Research indicates that
mechanical strain enables tuning of the Stokes shift. The Stokes shift
diminishes as tensile strain levels increase. The interaction between
excitons and phonons weakens due to shifts in the energy positions
of various excitons.

Iris Niehues ez al, (2019) investigated how interlayer excitons in bilayer
MoS; respond to uniaxial tensile strain up to a maximum of 1.6%. They
measured a gauge factor of ~47 meV per percent through differential
transmission spectra at varying strain levels, which track the energy
shiftin the interlayer exciton. The intralayer A and B excitons display a
gauge factor of —49 meV per percent. Their research confirms that
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interlayer excitons originate at the K point of the Brillouin zone, where
the electron remains within a single layer while the hole extends across
two layers. This work creates potential opportunities for future
straintronic devices utilizing interlayer excitons.

The authors explored the exciton configuration in type Il QDs, where
the hole resides in the barrier material and the electron remains inside
the dot (Janssens eral, 2001a). The Hartree—Fock mesh computation
method evaluates exciton properties under a perpendicular magnetic
field. A flat quantum disk serves as one component within the
simulation system. Angular momentum transitions are expected to
occur as the magnetic field increases. Their research analyzes how
modifications in the hole’s confinement potential lead to the
transformation of a type | QD into a type Il QD. Under strong
magnetic field conditions, a re-entrant behavior emerges, resulting in
atransition from type Il back to type | behavior.

An exciton within a quantum disk displays ground-state energy and
BE that vary with changes in the external magnetic field (Janssens er
al, 2001b). The confinement is modeled as a rigid wall with a finite
height limitation. The study examines the diamagnetic shift when
magnetic fields reach 40 T. When the light hole participates in exciton
generation, researchers find strong agreement between their results
and experimental data for InyAl1-yAs/AlxGa1-xAs self-assembled
QDs. They analyzed the impact of dot size on the diamagnetic shift by
varying the radius of the disk. Magnetic field-dependent exciton
excited states were successfully identified. Since the relative angular
momentum depends on magnetic field strength, it cannot serve as a
valid quantum number. The ground-state properties of an exciton in
a self-assembled quantum disk under a perpendicular magnetic field
are reported by Janssens er al, (2004).

Hsiao er al, (2024) created a 4x2 germanium QD ladder and
employed it to investigate the transport and generation of excitons.
The authors tuned the entire array into the single-hole regime and
independently controlled all of the interdot tunnel couplings and on-
site potentials to design the Hamiltonian system. They discovered a
significant inter-channel Coulomb interaction while suppressing
tunneling between channels.

A QD with light hole—heavy hole splitting and a strong, high-energy
exciton was described Wang er al, (2024). According to their
experimental and computational data, the oscillator strength of
heavy holes decreases more than that of light holes under electric
fields. This, the authors argue, is the primary cause of the strong light-
hole electroluminescence. Both CdxZn_xSe—ZnS and CdSe—CdS
core—shell QDs with substantial light hole—heavy hole splitting show
this phenomenon.

The size-dependent scintillation of CsPbBrz nanocrystals was
investigated both theoretically and experimentally by Fratelli er a/,
(2025), using a combination of spectroscopic, radiometric, and
Monte Carlo simulation methods. Due to their higher stopping power
and lower Auger decay, the results demonstrated that the combined
effects of size-dependent energy deposition, (multi-)exciton
population, and light emission under ionizing excitation—all
characteristic of confined particles—serve to maximize the
scintillation efficiency and timing performance of larger nanocrystals.
This model offers essential guidance for the rational design of
nanoscale scintillators.

The ability to create spatial variations in QDs, quantum wires, and
quantum wells with various geometries forms a fundamental basis
for understanding the theoretical framework behind layered and
ring-shaped configurations. The system functions as a quantum well
when the cylindrical nanolayer maintains a constant thickness while
both inner and outer radii expand. A quantum wire is formed when
the ¢ylindrical quantum layer's inner radius vanishes and height

approaches infinity. The structure becomes a cylindrical QD when
the height remains fixed, and the inner radius disappears (Zuhair et
al, 2009; Barseghyan eral, 2024; Zuhair, 2012). The results obtained
for both layered and ring-shaped systems show universal
characteristics that make them particularly interesting. The present
study investigates how temperature, pressure, and magnetic field
influence exciton states in cylindrical-layer QDs.

2. Theoretical Framework

The investigation of how pressure, temperature, and magnetic field
affect the exciton energy of an InAs cylindrical layer QD requires
calculations of electron quantized energy (£,), well thickness (£), dot
radii (R), effective electron mass (m*, and energy correction (4 &)
based on these parameters. The single-particle states are examined
within a cylindrical layer QD characterized by height £ and inner and
outer radii R, and R, respectively, as shown in Fig. 1. Given that the
radial motion of an electron is confined between the inner and outer
radii, both the wave function and energy spectrum are determined
under the assumption of a uniform magnetic field along the OZ-axis.
The layer's confinement potential is defined by infinitely tall
rectangular walls:

L L
OR(P)=p=R;(p)—;=z=+;
© ,p<Ri(),p>R, () lzl >3

The corresponding Schrédinger equation, in terms of the parabolic
dispersion law, takes the form:

v(p,z,p) = (1)

1 - N2
o (P =2 4) ¥(p.8,2,p,6) = Ex(p,0,2,p,1)-

W(p,0,2p,1), )

- <1 = ' '
where P = hk,A = -7, X B is the vector potential. The effective
mass of the electron in InAs, as a function of pressure and
temperature, is given by:

. _ 15020 7510 .
m*(p,t) = [1 + w0 7Eg(p‘t)+341] .mg. (3)
The bulk energy gap of InAs is provided by Duque er al, (2006):
_ _ 027672
Eg(,t) = (533 + 7.7.p — 2252) @)

The fractional change in the radii of the cylindrical layer QD is
expressed as:

Ri2)(P) = Ry(2)(0)(S11 + 2512). P. (5)

Here, Ry;(0) denotes the zero-pressure inner (outer) radius, and the
well thickness under pressure is:

L[P] = [Lo- (1 = P.(S11 — 2.512)*°], (6)
where Ly is the original height of the well. The compliance constants
Siqand Sy are given by:

Ci1+Cy2
JR—— it — 7
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where C,, and C,, are the elastic constants of InAs (Kita et a/, 2019).
The wave function must satisfy the boundary conditions:

Y(£L/2) =y(Ry) = P(Ry) = 0. ©)
The exact solution of Eq. (2) takes the following form:

_ L pmo [2 (simig?
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Substituting Eq. (10) into Eq. (2) yields a new equation for the
function G(P,p.t):

" m (pt)
(G P D" +26(p, 0 - G(p,p, D) + e -
En (p, ®, Zp, t) _m (p,t)mH .p? _ h.mHAm (p,t)] ) G(p,p, t) =0 (,I 1)

where wy = e. H/m (p,t) c is the cyclotron frequency, and
En(p, @,z p,t) = n?n?n?/2.m*(p,t). L(P).

The simplest way to express the solution of Eq. (11) is using
hypergeometric functions:

Glp,p,t) = {ch (— (ﬁ w) [ (p,6)] + 1,2 )
CZU(_(B w) |m* (p.t)|+1—)} “I;H_ph" @Ol (12)

— 1 _m'@r) _|_n
where f = hwy (e=En(p.9.2,0.1)) R Nm @0wp.

represent the magnetic length.

Given that the wave function in Eq. (10) must vanish at the
boundaries, the zero determinant condition G(R) = G(R,) = 0 is
required to determine the system’s energy spectrum:

* 2 *
F(—(ﬁ—%}\m*(nmu.z’;—%) u(—(ﬂ—%)m @Ol )

a2

=0 13
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The energy spectrum is found by numerically solving the
transcendental Eq. (13).

Now, using perturbation theory, the hole—electron interaction, or
exciton effect, is examined under the assumption of strong
quantization along the disk axis (OZ direction). Thus, in the present
case, motion in the OZ direction is considered using the single-
particle model (i.e., a two-dimensional exciton). The magneto-
exciton Hamiltonian, in the limit of infinitely high walls, takes the
following form:

—~ —~ e?

ﬁeﬁ"e”’h‘m'

Where A = —L—((P(p.0) - £ ), (15)
and H;.¥; = Ei(p,0,2,p,t). ¥; ,where (i = e = h).

(14)

In a first-order approximation, the magneto-exciton wave function
can be expressed as:

zpegc (Te, Th) D, t) = llue (pe; Qer Ze)Dy t)' lph(ph' Qh' Zn, D, t)' (1 6)

This form assumes that the third term in Eq. (14) acts as a small
perturbation to the Hamiltonian.

The corresponding energy correction is given by:

e?

AEg = [W2,(re,Th, P, 1) Yo dv,.dv,. (17)

2-‘]037#,2. —2pe.p1-OS(Pe—Pn)

Janssens er al, (2002) state that this may be simplified to the
following form:

_ _8me? (Ra(p) R2(p) f(p1,p2) 4p1p2
AE, = € J‘R1(P) p2-dp;. f R1(p) py+p2 L ((p1+p2)z ) Pl-dPZ, @ 8)

where f(p1, p2) = lljeo (e Der Ze, 0, ). lp’? (pe,De» Ze, 0, t) and

2 . . .. o
i();) = f —\/T"Z((P) is the complete elliptic integral of the first
ind.

Thus, the total energy of the electron becomes:

E = E, + E, + AE,. (19)

Figure 1: The cross-sectional area and specific features
of the cylindrical layer quantum dot.
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3. Analysis of the Results Obtained

Understanding how bound excitons respond to variations in external
parameters is essential for the creation of tunable optical systems.
The results of calculations for cylindrical InAs QDs are discussed for
cases with and without Coulomb interaction. At given values of radii,
pressure, and height, and under a perpendicular magnetic field
directed along the OZ-axis, the energy of the exciton as a function of
temperature is investigated, as shown in Fig. 2. Temperature
influences the energy of excitons in cylindrical layer QDs (blue shift).
As a result, the dependence of energy on temperature is found to be
considerable.

Consequently, due to their interaction, electron—hole ground-state
energy renormalization causes temperature-induced changes in
exciton ground-state energy in QDs (Kramar, 2009). According to the
observed results, nanostructured material properties may be
controlled and altered through temperature via the band gap. In
addition, due to their sensitivity to temperature, exciton behavior in
nanostructures may be modified by adjusting the mobility and
distribution of charge carriers (Zuhair, 2012). Furthermore, it is
observed that at higher energy levels, relative to ground states, the
sensitivity of exciton energy to temperature increases.

Figure 2: Energy (in meV) with and without Coulomb interaction versus temperature (in

K) for different states at given values of radii, pressure, height, and magnetic field
strength.
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The impact of pressure on exciton energies trapped within a
cylindrical QD made of InAs layers under a perpendicular magnetic
field directed along the OZ-axis, for the cases with and without
Coulomb interaction, is illustrated in Fig. 3. Itis observed that energy
is highly influenced by the applied pressure across all energy states
(Bhat and Shah, 2018). Furthermore, according to Janssens er al,
(2004), as pressure increases, the hole moves from inside the dot to

Elias, M.Z. (2025). Magneto-exciton energy in cylindrical indium arsenide quantum dots affected by external parameters. Scientific Journal of King Faisal University: Basic and Applied Sciences, 26(1), 64—8. DOI:
10.37575/b/sci/250014



67

its radial edge. This causes the BE between the electron and the hole
to decrease, which, in turn, lowers the total energy.

Additionally, the results from comparing the ground-state and first
excited-state curves for a given dot radius reveal that with increasing
pressure, the exciton energy in the first excited state increases by
approximately 25% more than the energy in the ground state.

Calculations performed for the ground-state energy as a function of
the exciton’s external magnetic field in InAs cylindrical layer QDs are
presented in Fig. 4, considering fixed values of temperature, pressure,
and radii for both cases—with and without Coulomb interaction. In
good agreement with Janssens et al, (2001b), the exciton ground-
state energy rises under an externally applied magnetic field of up to
10 T. Additionally, it is observed that although the curves for both
cases are almost parallel, the space between them gradually narrows
as the magnetic field increases, in strong agreement with the findings
of Ghosh eral, 2024.

Figure 3: Energy (in meV) with and without Coulomb interaction versus pressure for
different states at given values of radii, temperature, height, and magnetic field

strength.
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Figure 4: Exciton energy (in meV) with and without Coulomb interaction versus
magnetic field strength for different states at given values of radii, pressure,
temperature, and height.
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4. Conclusions

Creating layered-shaped nanostructures has led to the development
of a new class of theoretical problems concerning the physical
behavior of these systems, which is a noteworthy outcome. The
present study examines the impact of external factors, such as
temperature, pressure, and applied magnetic field, on the exciton
energy of InAs cylindrical layer QDs. The findings show that, at a
given dot size, energy increases with rising temperature and applied
magnetic field but decreases with increasing pressure. These results
have several applications in nanoelectronics and are significant from
both applied and fundamental standpoints.

Data Availability Statement

The data supporting this study's findings are available on request
from the corresponding author.
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ABSTRACT

This paper demonstrates the controllability of two fractional nonlocal impulsive semilinear differential inclusions with infinite delay, where the linear partis a
fractional sectorial operator and the nonlinear term is a multivalued function. The operator families generated by the linear part are not assumed to be compact.
The objective is achieved using the properties of fractional sectorial operators and the Hausdorff measure of noncompactness. The results generalise several
recent findings, and the method can be used to extend further contributions to cases where the linear term is a fractional sectorial operator and the nonlinear
term is a multivalued function, in the presence of instantaneous impulses and infinite delays. The novelty of this work lies in initiating the study of the
controllability of a system involving a fractional Caputo derivative under infinite impulses and delays. An example is presented to verify the theoretical
developments. Given the wide-ranging applications of fractional calculus in medicine, energy and other scientific fields, this work contributes to those domains.
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1. Introduction

Fractional calculus has many applications in industry, energy, fluid
flow, control theory, electrical circuits, electrochemistry, engineering,
polymer science, organic dielectric materials, viscoelastic materials,
rheology, diffusive transport, electrical networks, electromagnetic
theory and physics (Baleanu and Lopes, 2019; Butt er af, 2023;
Sudsutad er al, 2024). Many phenomena in real life are characterised
by sudden changes in state and are modelled by impulsive differential
equations and impulsive differential inclusions. For example,
consider the motion of an elastic ball bouncing vertically on a surface.
The instants of impulses occur when the ball meets the surface and
its velocity changes rapidly. One of the recent works on this topic was
presented by Aladsani and Ibrahim (2024).

Sectorial operators have many applications in partial differential
equations. In Wang er a/ (2015), the existence of mild solutions for
fractional differential inclusions with fractional sectorial operators,
impulsive effects and nonlocal conditions was demonstrated. It is
known that nonlocal Cauchy problems are motivated by physical
problems and various phenomena, such as nonlocal neural networks
and nonlocal pollution. Many findings on nonlocal differential
equations and inclusions have been reported (Hassan er al, 2022;
Zhang eral, 2019).

A system is said to be controllable if a control function exists that
directs the solution of the system from its initial state to its final state.
This subject is of interest because many control processes can be
represented as differential equations or inclusions. Approximate
controllability means that the system can be steered to an arbitrarily
small neighbourhood of the desired final state. In recent years, several
achievements have been made regarding exact controllability
(Almarri and Elshenhab, 2022; Alsaroria and Ghadle, 2022;
Alsheekhhussain and Ibrahim, 2021) and approximate controllability
(Varun er al, 2022; Dineshkumar and Udhayakumar, 2022;
Dineshkumar er al, 2022; Kumar, 2023).

Wang eral. (2020) studied the finite controllability of Hilfer fractional
semilinear differential equations, while Chalishajar er al (2024)

discussed the null controllability of Hilfer fractional stochastic
differential equations with nonlocal conditions. Some authors have
considered the controllability of problems with finite delay (Almarri
and Elshenhab, 2022; Karthikeyan er a/, 2021), infinite delay (Bose
and Udhayakumar, 2023; Slama and Boudaoui, 2017) and impulses
(Wang eral, 2019).

Different kinds of controllability have been investigated when the
linear part is the infinitesimal generator of a semigroup of operators
(Wang er al, 2019), a fractional sectorial operator (Alsaroria and
Ghadle, 2022; Raja er a/, 2022), or a fractional almost sector operator
(Varun eral, 2022).

Furthermore, some authors have treated problems involving integer-
order systems (Karthikeyan er a/, 2021), and others have addressed
systems with the fractional Caputo derivative (Almarri and
Elshenhab, 2022; Wang er al, 2019), the Atangana—Baleanu
derivative (Dineshkumar er a/, 2022), the Riemann—Liouville
derivative (Yang and Wang, 2016) and the Hilfer—Katugampola
derivative (Hassan er a/, 2022). For contributions concerning the
controllability of problems with nonlocal conditions, see Kumar er a/.
(2020) and Slama and Boudaoui (2017).

Nonetheless, the number of works in the literature on the
controllability of problems involving infinite state-dependent delay
and impulsive effects is limited, particularly when the right-hand side
is a multi-valued function. To the best of current knowledge, the
controllability of Caputo fractional differential inclusions generated
by fractional sectorial operators in the presence of nonlocal
conditions, impulsive effects and infinite delay has not yet been
addressed.

The objective of this article is to examine the existence of mild
solutions and to study the exact controllability of two impulsive
fractional differential inclusions with fractional sectorial operators in
the presence of infinite delay and nonlocal conditions, with the
following structures:
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DTw®) € Aw(®) + F(,wy) + Q(U()),a.e.on T — {8;,95, ..., 9},
(€8] { w@F) = w@p) + L(w@)) k=12,..,m,
w(®) = Y®) — gw)(®),9 € (—,0].

and

w@) =w®p) + L(w®p)) k=12, ..,m,

{ DYw(®¥) € Aw(®) + F@,wy) + (V2)(®),a.e.on T — {89;,9, ..., 9}
@
w(@®) = ¥(®) - gw)(©),9 € (—,0],

where m = 2 is a natural number, y € (0,1),T = [0,w], @ >
0, °D "w(¥9)isthe Caputo derivative of order y(Kilbas et al, 2006), E
is a real Banach space with dim(E) = o,w:T - E,A:D(A) <
E — E'is a fractional sectorial operator as in Wang er al. (2015), and
the function wy(s) = w(9 +s),s € (—0,0], belongs to some
abstract phase space B, F:T x 8 — 2F is a multi-valued function
with non-empty values, 0 =9y <9; < <V, <Vpp41 =@,
Iy:E - E (k=1,2,...,m) are impulsive functions characterising
the jump of the solutions at impulse points, ¥ € f and g: Bz — B is
a nonlinear function related to the nonlocal condition, and .Bzzr will be
defined later.

In Problem (1), the control function U € L®(T, X), where X is a real
Banach space and Q:X — E is a bounded linear operator. In

1
Problem (2), the control function Z € LP(T,X),p > - and

V:LP(T,X) — LP(T,E) is a bounded linear operator. The gpaces
Bw and PC(T, E) will be defined later.

It is worth noting that we do not assume that the operator families
generated by A4, {i; (9):9 > 0} and {x,(9): 9 > 0}, are compact,

and this increases the importance of this work.

Recently, Alsaroria and Ghadle (2022) studied the controllability of
Problem (1) without delay, assuming that the operator families

generated by 4, {ic; (9):9 > 0} and, {k,(9): 9 > 03}, are compact.

To compare with related work, Alsaroria and Ghadle (2022)
examined the controllability of Problem (1) in a special case without
delay, assuming the families of operators generated by
A, {r,(9):9 > 0} and {k, (9):9 > 0} are compact. Johnsona er
al (2023) showed the existence of a mild solution to Problem (1)
when Q = 0. Raja er al. (2022) obtained sufficient conditions for
approximate control of nonlinear fractional differential integral
embeddings of degree 1 < a < 2, similar to Problem (1) in the
case without delay. Wang er a/ (2015) showed the existence of
moderate solutions to Problem (1) when Q = 0 and there is no
delay. Furthermore, no studies were found on Problem (2).

The main contributions of this paper are summarised as follows:

®  Anew class of differential inclusions (with the right-hand side as a
multi-valued function) generated by sectorial operators with infinite
delay, impulsive effects and nonlocal conditions in infinite-
dimensional Banach spaces is formulated.

®  Unlike other works, such as Alsaroria and Ghadle (2022), this study
does not assume that the operator families {1;(99):9 > 0} and
{r2(9):9 > 0}, generated by A, are compact, thereby increasing the
importance of the work.

° The discussions are based on the properties of phase spaces, sectorial
operators, multi-valued functions, and the Hausdorff measure of
noncompactness.

®  The existence of mild solutions and the controllability of systems (1)
and (2) are established.

®  Wang eral (2015) studied Problem (1) in the special case where Q =
0 and delay is absent. Alsaroria and Ghadle (2022) addressed Problem
(1) with finite delay, assuming the compactness of the operator
families {rc; (9): 9 > 0} and {x,(9): 9 > 0}. This assumption is not
adopted in the present study. Therefore, the results generalise
Theorem 3.1 in Wang er a/. (2015) and Theorem 3.4 in Alsaroria and
Ghadle (2022).

. The technique presented here can be used to generalise the results
obtained in Almarri and Elshenhab (2022), Bedi, Varun er a/. (2022),
Dineshkumar and Udhayakumar (2022), Kumar er a/. (2022), Salem
and Alharbi (2023), and Varun and Bose (2023), particularly when the
right-hand side is a multi-valued function instead of a single-valued

function and in the presence of instantaneous impulses.

° Finally, an example is provided to demonstrate the applicability of the
theoretical results.

For directions on future work, refer to the Discussion and Conclusion
section.

Structure of the paper: Section 2 presents the background material
required for later development. Section 3 establishes sufficient
conditions for the controllability of Problem (1). Section 4 discusses
the controllability of Problem (2), based on different sufficient
conditions from those in Section 3. Finally, an example is provided.

2. Preliminaries and Notation

LetP. (E) = {Z € E: Z is non — empty, convex and compact}, N =
{1,23,..}, 1, ={0,1,2,...,m}and I, = {1,2, ..., m}.

Let D(A) ={x € E: A(x) is defined} , o(A) its spectrum,
p(A)=C—0(4), and R({,A)= (I —A)",{Ep(A) the
resolvent operators of A.

For any function w: (=00, w] = E and 9 € T, let wy: (—0, 0] =
E; we(t) =w@ + 1);T € (—0,0].

Let Ty = [0,91], T; = (9;,9;41]; i € I1; and consider the Banach
space PC(T,E) = {w:T - E: |, is continuous and w(®;}) and
w(d;) are finite for all i€y} , where [|W||pcerp) =
Sup{||w(z9)||:z9 € T}. Moreover, the Hausdorff measure of
noncompactness on PC(T, E) is given by (Cardinali and Rubbioni
2012):

XPCO0 = max xca,m(Yin)

whereY € PC(T, E) is bounded,

Y7, = {(FreECT,E): ) =f©); 9T, f ) =
fON,.feY}

and X¢(7,g) is the Hausdorff measure of noncompactness on
C(T,, E) defined by (Kamenskii er af, 2011):

1
ree) (M) = 5 limsup max 10 = fOI.
It is known (example 2.1.3 in (Kamenskii et al., 2011) that if Z7, is
equicontinuous, then
xeapy(Yir) = subeer xe{f(): f € Yz},
where yg denotes the Hausdorff measure of noncompactness on E.
Definition 1. (Hale and Kato, 1978). A phase space is a vector space
B consisting of functions
w: (—o,0] - E, equipped with a seminorm ||. ||ﬁ such that:
1- If wi (=%, @] > E is such that wir € PC(T,E) and w, € B,
the following properties hold:
Wy € ,B,V‘L‘) eT.
There exists C > 0 such that |[w(@)|| < C||lwyl|g, VO € T.

There exist a continuous function Ly : [0, 00) — [0, 00) and a locally
bounded function L2: [0,0)—>[1,%) such that

(3) llwsllg < Ly (9) sup{|lw(@)||: T € [0,9]}
+ Ly@)|lwol |, ¥0 €T

2-The function t = wy is continuous from Tinto f3.

3- [ is complete.

For any 9 € T = [0,w], the fucntion wy: (—,0] -
E; is defined by wg(t) = w(I + 1)..

We now introduce the vector space

B = {w: (o0, @] - E such that wy € B,wr € PC(T,E)},
endowed  with  the  seminorm  [|w||g, = ||W0||ﬁ +
supzer|lw@||.

Moreover, let
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H == {w € Bgy:wy(r) = 0,VT € (—0,0]}.

It may be noted that (3£, ||. ||;) is a Banach space, where ||w||3; =
supyer|Iw(@)|], and the Hausdorff measure of noncompactness on
itis defined by:

Xue(D) = _max xi(Dir).

where D is a bounded subset of /.

Remark that, if € 3, then ||w||g_ = supee;|Iw(©I] = [Iw]|4-
Definition 2. (Kilbas er a/, 2006) The Riemann—Liouville fractional

integral of order g > 0 with the lower limit zero for a function f €
LP(T,E), P € [1, ) is defined as follows:

19°0(9) = —— f W —s)"Lf(s) ds, teT,
r'(q)
where the integration is in the sense of Bochner and I' is the Euler

gamma function.

Definition 3. (Kilbas er a/, 2006) Letq € (k — 1,k) and k be a
non-negative integer. The Caputo derivative of order g with the
lower limit zero for a given function f € C¥ (T, E) is defined by

DFO) = 1) = s [y (0 = )T f(s) ds.

Let us list some properties of the Riemann—liouville integral and
Caputo derivative.

Lemma1. Letq € (k — 1,k) and k be a non-negative integer. The
following properties hold.

1. °DY(a) = Owhere @ is a constant.
2. Iff € LP(T,E),P > G) then DIIIF(9) = f(9),a.e.9 €T.
3. CDq(lglf) — ﬂﬁﬁ*ﬂ/\,ﬁ >k—1.

r(B+1-a))
4. If f € C¥(T,E), then

5. 19°DIf(9) = £(9) — £(0) — Tazk O,

For more information about the fractional calculus we refer to, (Az-
Zo'bi eral 2024), (Al Zubi er al. 2024) and (Kilbas er a/, 2006).

Next, we recall the notation of fractional sectorial operators (Wang er
al, 2015). Let @, € (0, 2] andty € R. We denote by MY (@, to) to
the family of linear closed densely defined operators A satisfying:

K’ € p(A) for any K €Xy +£(to) ={keC—{0}:|arg(x —
to)| < o + }

Foranyt > tyand @ < (Z)o, there is a constant C = C(t, @) such
that ||k IR (x?, A)|| < forl €K€Y, +n(t0)

Now, according to Def. 2 20 in (Wang er al, 201 5) we have the
following definition:

Definition 4. Let A € MY (@, to), Do € (0,% JtoERand U €
L®(T, X). Afunctionw® € B is called a mild solution for problem
(1) if and only if there exists a function f € Ll(T, E) with §(¥9) €
F©, (wY)y), a.e. such that

@ @
Y@ — gw)(®); 9 € (-,0],

K,9) (W(0) — gw®)(0)) + fﬁ K20 =0 (@) + Q(UD) ) drv € Ty,
0
k1 (9) ((0) = gw?)(0)) + ey (9 = 91 (w5 )
+J00 K2 (9 — 1) (f(T) + Q(U(‘r))) dt,v €Ty,

k=m

5 @) ($0) = 9w ") + Y 1 = 9l (wO)))

k=1

+ Jj Ko (9 — 7) (f(‘f) + Q(U(T))) dt,v € Ty,

where

@) =5 [ e R(er g,
Y

1
= 3 y-1
@) = 7| PR AL,
and Y is a suitable path lying in ZGOJFE(WO)‘
2

Lemma 2. (Wang er al, 2015). The operators k4 (9) and k5 (9)
satisfy the properties:

There are M > 1,w >wy and C > 0 such that ||k, (9)]] <
Me"? and ||, ()] < CeW? (1 + 9Y 1) foreachd > 0.

Foranyd € T.
() 11 | |ey < My and |l (9|1 ) < 97 7'My,
where
(6) My = sup |liy(9l]yes) and M,
0<I<w
= sup CeWd(1+917).
0s9<w

Definition 5. Let A€ MV((I)O, to), o € (O ] to €ER and €
LP(T,X);p > 2 A function w? € B is called a mild solution for
problem  (2) Tif there exists £ € L\(T,E) with &(9) €
F9, (w?)y),a.e. such that

@) w*(®)
YY) —gw)®); 9 € (—o0,0],

9
1 @) (W) — gw?)(0)) + f 1,0 —1)(E@ + (V) (@))dr,v €T,
1, () (W(0) — gw?)(0)) + 1, (® — 91, (9 — 97)

9
+ f K, (9 —D(E@ + (V) (@)dr,veT,
0

k=m

1 @)(WO0) — gw)(O) + ) 1,8 — 9L (W)

k=1

9
+ [ -6 + W@ e,

0

Definition 6. The Problem (1) is called nonlocal controllable on T =
[0,z5], if for each w; € E, there exists a control function U €
L®(T, E) such that any corresponding mild solution w¥ € B to
Problem (1) must satisfy w?(0) = ¥(0) — g(w’)(0) and
wO (@) = wy — g(w®)(0).

Definition 5. The system (2) is said to be nonlocal controllable on the
interval T = [0, @] if for each w; € E, there exists a control
function z € LP(T,X),p > L such that any corresponding mild
solution w? € S for Proble};n (2) must satisfy w?(0) =¥(0) —
gw)(0) and w*(@) = wy; — g(w?)(0).

Lemma 3. (O'Regan and Precup, 2000, Theorem 3.1). Let D be a
closed convex subset of a Banach space and R: D — §.(D) with a
closed graph and maps compact sets into relatively compact sets.
Assume that there is wy € D such that, for any € D , with K =
Conv({wo}UR(K)),I? = Z,Z <D countable, we get K is
relatively compact. Then R has a fixed point.

2.1. Controllability of the system (1):
Theorem 1. Assume the following conditions:
(HF) F:T X B = P, (E) such that

(HF,) For each z € B, the multifunction 9 - F (9, z) admits a
strongly measurable selection, and for almost each ¥ €T , the
multifunction z — F (U, z) is upper semicontinuous.
(HF,) For any n € N, there exists a g, € LP(T,R*) satisfying
sup||w||ﬁsn||7’(19,w)|| < 0,(9),fora.e.d € T and
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(8) lim inf”gnlu+'m+’ =0.

n—oo

(HF3)Thereisa¢ € LP(T,E),p > %such that, for each bounded

subset Z € 8 we have
) xe(F(T,2)) < 5(v) o2 xeW @)y € Z},
a.e.forteT .

(Hg) The function g: B — B verifies:
(Hg1)
(10) limin

||w||ﬁﬂ,foo llwllg,
(Hg,) fwy, = w in By, then lim g(w)(0)g = g(w)(0).

n—oo

(Hgs) {g(2)(0):z € D} is compact in E whenever D C B, is
bounded.

(HI) For any i € I11,I;: E = E is continuous and compact, and
there are non-decreasing functions h;:R* - R such that

lgwOlls _

||1i(W)|| < hi(||W| ),W € E and
(11) lim inf 2™l — 0 i € 11,.
n—-oo n
(HA) The operator A: L*(T, X) — E, defined by
(12) A(U) = ff K, (@ — )Q(U(D))dr,

is linear, bounded and has a bounded inverse A™".

Then, the system (1.1) is controllable on T if the following inequality
is satisfied:

14
(13) 2Ma||Blpr e |1+ MM, ] < 1
p1 1
where n = (;/;-11) P @' » and N >0 with ||47}]| < N and
el < n.

Proof. Note that, forany U € L*(T, X),
w

1411 < N [ (@ = 07Ul e
0

wy
< MaN|[0]] 2o (1,0) >

which means that A is well defined. Let w € S be fixed. In view of
(HF,) and (HF,) , there is é§ € LP(T,E) with é(I) €
F(9,wy),a.e. Then, thanks to (HA) we can define a control
function Uy, ; € L”(T, ) as:

Uy = A7 [wgw)(0) — 1, (@) (¥(0) — g(w)(0))
k=m
14 @
(14) _ Z K1 (@ — 9L (W) — f i, (@ — () dT].
k=1 0
Thus, a multifunction R: £ = 2% can be defined as follows: y €
R(w) if and only if

15  y®)
0,9 € (=0, 0],

1 (O (P(0) — gw)(®) + f ’ =) (5(1) +0 (Uwg(‘r))) drv e T,
0
1, (9)((0) = g(@)(©)) + 1 (9 — 81y (WP D))
+ f: K,(9 — 1) (f(r) +.Q (Uwf(r))) dr,v €Ty,
em

K@@ - gwO) + Y 118 = 81 (w0 E0))

k=1

+ Jj K (9 — 1) (f(‘l’) +Q (Uw,{('f))) dt,v € Ty,

where  § € 73,5y = {v € LP(T,E):v(t) € F(t,wp), a.e.} .
Notice that, if W is a fixed point for R, then from (H4), (14) and (15)

w(@) = K1(w)(‘z"(0)k—_£(w)(0))
+ i 1 (@ — 9L (Ww(®;))
k=1
+ fomkz(w —1)é(t)dr
+ fom k(@ —1)Q (Uwg(r)) dt

k=m
=1 @) (P(0) — gw)(0)) + Z CICRR N ICCH))
k=1
+ f Ky (@ — 1)é(T)dt + AUy )
0
k=m
=1, @)(P(0) — gw)(0)) + Z (@ ~ 91 (w(F))
k=1

+ f s (@ — DE@T +wy — gW)(0)
0

- Ky (@)(#(0) - g (O)

= @ = 9 (w5))

k=1

- f 2 (@ — DE@T = wy — g(w)(0).
0

Thus, the function w: (—o0, @] — E defined by

_ Y@ — gw)(®),9 € (—o»,0],

w(o) = { wg(z9),19 € [0, ],
is a mild solution of system (1) and satisfies w(0) = ¥(0) —
g(w)(0) and w(@) = wy — gw)(0).
Our goal is to prove, using Lemma 2, that R has a fixed point. Clearly
R(w); w € H is convex.
Step1. In this step, we demonstrate the existence of ny € N such
that R(Dno) C Dp,; Dy, = {w € H:||wl|3r < ng . Assume, by
contradiction, that foreach r € N, there exist w;., k,- € H with k,. €
R(wy), |lwyl]3¢ < 7 and ||k, 1|3 > 0. So, there exists a sequence

)21 € r:‘;(_,(wr)ﬂ) such that:

(16) k()
0,9 € (—o,0],

9
Q@O - gw)©) + [ 150 =0 (6@ +0(Vu,e,®))drv e T,
0
16 @)(¥(0) = gw;)(0)) + 16, (9 = 91)11 (w, (97))

+ f: Ky (9 —T) (f,(‘r) +Q (Uw,,sr(f))) dt,v€EeTy,

k=m

(@O — 9w @) + D 160 = 91w, 9))

k=1

+ fo * -1 (;,(r) +0 (Uwr,;r(f))) d,v €Ty,

Notably, (3) yields ||(Wr),9||ﬁ <&, VY €T andr = 1. Then, by

(HF,) forallr > 1,

(17) [1E&-@I| < ¢pp(1),a.e.9ET,

where & = sup{L,(9):9 € T}. Since p > % the function 7 -
D

(¥ — 7)Y 1 belongs to L»-1(T, R™). Consequently, using (17) and
Holder's inequality, we obtain, foranyr € Nandd € T
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9 9
1 e -8 @arl < em, [ 0 -0,
0 0

B G=Dp  p-1
_ -1

(18) < szllerLv(r.n«*)(fo wo T
L

=M, |19l e (Z’Y——l)

< fMZTI“(PrllLP(T,lR*)'

1
" p

Next, since Uy, ¢ € L®(T,w), then for any w € H and any § €
T;i'(.,w(.))' we have, for almosteveryt € T

Ow,e |1 < |V, lieorx)
< A wal] + [lgW) O] + e, @I IL O] + |Igw)(O)I])

k=m
(19) + 3 [k (@ = 91w )]
k=1

H1 [ (@ = Dg@drll
0

This inequality gives us,
9 9
1 200 = D00y, @eell < Mo [ = 07 [00, 5, Dl
0 0

Y
< M N[ lws| + g ) O] + Il @I PO + 19w )OI
(20) k=m
3 lren@ = 8111w @)1
k=1

HI [ wo(@ = 08 @l
0

Consequently, if 9 € Ty, then from (Hgy), (HI), (16) and (20), it
follows:

|1 D] < My (|19 O] + [1g(w;)(0)]])
+ 2 Pr Lp(T,R+)n
w?
+MuN —=N{[Iwal| +[lg (W) Ol
+ M, ([[POI] + |lgw,) (0)1])
k=m
My ) (1)) + Mo 1011 g e 1
Likewise, when éc:el Ty, & € T4, we have:
[l D] < My ([P OI] + |Ig(w,) (0)1])
k=m

My b ([1we]) + o]0y e
k=1

Y
+w7N2Mz[||W1|| +[1lgw) )|
+ M, (JIP 1| + [lgwn) (O)])

k=m

My " (1w l[) + M8 1911 g o
Then, =t

r< |l l] < M1(||‘P(0)I|kf |lgwy) (0)1])

My 1)+ Mo 190
k=1

Y
+w7N2M2[||W1|| + 19w )|
+ M, (JIP )| + [lgwn) (O)])

k=m

My ) )+ M9
k=1
By dividing both sides by 7 and taking the lim inf as 7 — oo, and

using (8), (10), and (11), we obtain the contradiction 1<0. Thus, there
exists ng € Nsuchthat R(Dy, ) < Dy,

Step 2. Let K = R(Dy,, ). We claim, in this step, that the set Kf; is

equicontinuous for each i € II,;;, where
Kr ={"€CT,E):y ¥ =y®),9€T,y' @) =
y(®),y € K}.

Lety € K, Then, there exists w € Dy, such thaty € R(w). Hence,
there exists § € T;i-(_ we) such that

y(©)
0,9 € (—,0],

9
K () (¥(0) — gw)(0)) + f K, (9 — 1) (.f(r) +Q (Uwyf(r))) dr,v €T,
0
O ORFIGIOIEFACEENACICID)]
9
- w, dr, ,
+[ -0 (5@ +o(v «@))drver,

k=m

K (@) (P(0) — g (M) + > 1 — 9L (w®;))
k=1

9
9 — U, dt,u €Ty,
+f xz(_r)(emw £@))drv e
Case1.Letd,9 + 8§ € Ty = Ty. Then,

[ly* @ +8) — y* | = |ly@ + &) — y©®)|
< |k @ + &) (W) — gw)(0)) — 1, (9) (wo — gw)(O)]

+ f“s k(9 + 8 —1) <E(T) +Q (UW,E(T))> dr
0

)
- [ k@ -0 (60 + 0 (Vus @) ) ar
0
K1 (9 + 8) (P(0) — gW)(0)) — k1 () (wo — gW)(O)|

+1 L w50 (6@ + @ (Vus @) ) al

9
+||f [k,(9+6—1)
0

~ 10 = D (§@) + @ (V@) )
=Gy + Gy + G3,
where

Gy = ||K1(79 + 5)(W0 - g(w)(O)) - K1(19)(W0 - g(W)(O))“,
9+8

G, =111, " 20 +8 =) (50 + € (V@) ) el
and
Gs = 11 ;Do + 6 = 1) = 1o — ] (0 +
Q (Vg ) drll.
Thanks to (Hgs) , there exists a constant k > 0 such that
[lgw)(O)I| < k,Yw € By, Thus,

lim Gy = lim [[x, (9 + 8)(¥(0) — g(w)(0))

— k1 (9)(¥(0) — gw)(0))]]
< 11¥(0) = gw) (O] Lim [11e1 (9 + 8) — s I

< (1P| + k) lim {11 (9 + 8) = k1 )] I = 0,
and this limitis independent of the choice of w € By, .
Next, by (19) and Hélder's inequality, it follows that:
9+6
lim G, < M, lim L @ +6 - (JlE@I]
+1lQlI[vwe@|1)dr
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9+8
<M, [(lsi_rgf19 ®+6—1) @y, (1)dr

9+8
+N1imf W+46
5-0 9

— DY |0y, £ () ||d7]
p-1
. 9+6 PO-D N\ 5
< Mol on,|lirer ) };B}, (fg PO+ —1) dr)
9+6
5 i _ y-1 —
+MN|[Uy e |10 (r ) lim Jo @+8—1)ldr=0,
and this limit is independent of the choice of w € Bno_
For Gz, note that for almost every 9 € T,|[§()]| < ¢, (9) .

Moreover, from (19), for almost every 9 € T, we obtain:

[lo (©us@)]| < el o]
< N2[|lwal| + [lgw) O] + My ([Iwol| + [1lgw)(O)1])

k=m 9
@Dy Y RWID + [ 00 - 5@
k=1 0

]

k=m
< N2{Jlwl| + ke + M (ol + 1) + My Y o) + Man [l ],

k=1

Then, in view of (21), we have:

9
lim G4 SJ- lim||k, (9 +6 — 1) — K, (9 — 1)])é(0)dr]|
5-0 0 5-0

9
+1vf0 L ||[x2 (0 + 8 — 1) — k(9 — 1)]Q (UW,;(ﬁ)) [ldT

In view of the definition of kx,, we conclude that (lsim G; =0,
-0

independently of the choice of W.
Case2.Let9, 9+ 8 € T;,i €11,.

[ly*@ +8) =y @] = |[ly® + &) — y@®)|

< || (9 + &) (P (0) — g(w)(0))
— 1, (9)(P(0) — gw)(0))]|
k=i
£ 1@ + 8 =9 =120 = 9 [ (no)1|
k=1

+| Jﬂw k(9 + 38 —1) (é’(f) +Q (Uw,g(r))) dr
0

Y
- [ k@ -0 (60 + 0 (Vus ) ) ar
0
As in the previous case, we get gll:%| ly(® + &) —y@)I| = 0.

Case 3. Letd = I;; i €I1;,8 > 0 and T > 0 such that9; + 6 €
Tiand¥; <7 <9;+ 8 < 9;41.Then,
[ly*(; + 8) —y*W)I| = Tlirlglflly(ﬁi +8) —y@l|
Note that, l
[ly@; +6) — y@|
< i1 (9 + 8)(¥(0) — gw)(0))
— 16, (@)(#(0) = gw)()]]

k=T

+ ) Iy @i + 8 = 9 (W(Bi)) — 11 (A = 9L w )|
k=1

9;+6
+| fo K (9 + 6 — 1) (f(r) +Q (UW,E(T))) dr
_ foﬁi Ko (T — 1) (f(r) +0 (Uw,g(r)» dr.

As in the first case, we get (lsin(% ||}’(’91+ +6)— y(‘L’)|| =0.Asa
-
‘r—>19i+
consequence of this discussion, the set K|z, is Equi continuous for
every i € [l.
Step 3. The graph OfR|Bn0 is closed.

Let w, & win By and z, € R(wy,) with z,, - z in H. We must
p

show thatz € R(w). Foreachn > 1, let &, € Te(,wi)) be such

that:

2,(9)
0,9 € (—o0,0],

9
1 O)(P(0) — g(w,)(0)) + f 19— 1) (fn(r) +Q (wagn(r))> dr,v €Ty,
0
119 (W(0) — g(w,)(0)) + 1, — 91 (W (97))
9
Y- n w, dr, ,
+f0 1 (9 — 1) (E (r)+.Q (v mgn(r))) TUET,

k=m

KOO~ gW)©) + ) (0 = 9l (wa(05))

k=1

+ f" K9 — 1) (én(r) +Q (mefn('[))) dt,v €Ty,
0

Inview of (HF), [|E,(9)1| < £, (9),¥n = 1,andfora.e.d €
T. Hence, the set {&,:n = 1} is weakly compact in LP(T, E). Since
p > 1, we can assume that &, converges weakly to a function § €
LP(T,E) . Thanks to Mazur's lemma, there exists a sequence
(¢n)n=1, where each Gy, is a convex combination of §; with j = n,
and ¢, — & strongly in L*(T, E). Let

Z,(9)
0,9 € (—,0],

9
K1(19)(‘~l’(0) - g(Wn)(O)) + f K,(9 — 1) (gn(r) +Q (mezn(r))) dt,v €T,
0
1 () (W(0) = gwn)(0)) + K1 (9 = 9) 1 (W (97))
9
Y- n Uw Z dr, Ty,
+f0 i ( T)(c (r)+.Q( M(r))) v €T,
k=m

K1(19)(W0 - g(Wn)(O)) + ACES ﬁk)[k(wn(ﬁl:))

k=1

+ f: (9 = 1) (Cn(‘f) +Q mezn(r))) dt,v € Ty,

Note that,Z,; = z and foreach? € T, and each 7 € (0, 9], we get:

|12 = Dn (D] < Mo (¥ — 1), (2); YR 2 1.

Because K is continuous, it follows that,

9 9
(22) lim f K, (9 — T)gu(T)dT = f K, (9 — 1)é(1)dT.
n=©Jo 0

From (22), (Hgs), the continuity of 471, k; and (14), we obtain
lim0,, , =Uy¢ , in L°(T,w) . So, lim0U,, , @)=
n-oo n-oo

Uy,:(9),a.e.9 €T . Because Q is continuous, it follows that
lim Q(U, 7, (9)) = Q (Vy¢(9)), a.e.9 € T,in E. Therefore,
n-oo

by the Lebesgue dominated convergence theorem, we conclude,
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z(9)
0,9 € (—o0, 0],

9
K1 (9) (W(0) — gw)(0)) + f k(@ = DE @) + Q (Ve (), €T,
0
1 (0 (W) = gWw)(0)) + K1 (9 = 9L (WD)
9
- w dr, ,
+[ -0 (5@ +o(v «@))drver,

k=m

AOICIORFIOSIO) W ACESAIN C/)

k=1
+ f: (9 — 1) (f(T) +Q (UW,;(T))) dt,v € Ty,

Notice that, thanks to (3) it follows for 9 € T that

Lim [|(w)g = wlls = lim [1(w, = whs |l < € lim [lw, —
wl|s = 0.

This implies with the upper semi continuity of F@,.);a.e.9 €
T,§(9) € F(9,wy),a.e.9 € T. This proves that the graph of R is
closed.

Step 4. Llet K S B, bedefined as K = conv({0} U
R(K)),With K = B where B € K is countable. We claim that K is
relatively compact. From Step 2, we know that K is equicontinuous
oneach T,; i € Il,. It remains to show that the set {K(9); 9 € T} is
relatively compact in E . Since B € K = conv({0} U R(K)) is
countable, we can find a countable set H = {y,;:n = 1} € R(K)
such that B € conv({0} U H). Then, forany¥ € T,

@3 x(K®) = x(BO)x(H®) = xym®):n = 1}
Now, for any n =1, let w,, € K S By, with y, € R(wy,). Then,
there exists &,(9) € Tg(ﬂ,(wn)g) such  that ||vfn(l9)|| <
@n,(¥),a.e.,¥n = 1. Moreover,

Yu()
0,9 € (—o0,0],

9
K (9)(wo — gW)(©)) + f 1200 = D) (6n (D) + Q (Vw, 6, (D v, v €T,
0
1 (9) (wo — gW)(0)) + 1 (9 — 9L (w(B1))
9
+f0 K, (9 — 1) (fn(f) +.Q (an,fn(f))) dr,v €Ty,
I;’,:m

K1(19)(W0 - 9(W)(0)) + ACKS ﬂk)lk(w(ﬂ}:))

=1
+ fﬁ Ky (9 = T) (fn(‘l') +Q (an.fn(f)» dt,v € Ty,
0

Then, by using the properties of the measure of noncompactness
(Kamenskii eral/, 2011) we obtain:

X (@):n = 13
0,9 € (—o,0],

X{K1(19)(Wo - g(Wn)(O)):n = 1}
9
+x {f K, (9 — 1) ({n(r) +0Q (an,gn(r))) duin > 1},

vET,,
{1, @) (wo — gw,)(0)):n = 13

+ ) 1k @ =9 (w,(3)):n = 1}

k=1

+)({fﬁ 10,9 —T) ({n(r) +Q (an,gn(r))) du:n =1},

vET,i €Il

IA
=

Now, by (Hgs), the set {g(w,,)(0):n = 1} is relatively compact.

Hence, foreachd € T,

24 (WD)
é(‘gn)(o)):n >1}=0. x{re1 () (¥(0)

Furthermore, since each IK is compact for k € 114, it follows that
foreachd € T,

(25) xie (9 -
V) U (W (97))):n = 1} = 0.

Next, we estimate the quantity X{fj K, (9 — )¢, (T)dT: k = 1},
where 9 € T isfixed. Note that, from (HF3),itholdsfora.e.9 € T
e, )k = 1} < x{5(0. wp), ) k = 1}
<BW) sup x{(wi)e(@):k =1}
6€(—,0]

= ,3(19)9 sEup ]X{Wk(ﬁ +6):k=1}
€(—0,0
= p®) é}f)pﬁ] xwe(8):k = 1} < B@)x (K ()

(26)  <Bx(K®)=pQ®) .

Note that, p € LP(T,R"). According to Bader eral. (2001), for every
€ > 0, there exists a compact set K, a measurable set T, c T with
measure less than €, and a sequence of functions {g,"i} C LP(T,E)
suchthat{¢5(t):k = 1} € K, 71 € T and

27) ||Ek(1') - c,ﬁ(r)” <2p(t) + ¢ foreachk =

land eacht €T —T,.

Next, consider the linear continuous operator G:LP(T,E) —
C(T,E) defined by:

(28) 6@®) = [ 16,9 — Dz()dr, VO € T.

Combine (26)—(28), foralld € T andall k = 1, we obtain:

I

9
|w@um—a«@wNSnM4fnﬁ@ywﬂﬂWde
0
=l 6@ - @I de
[0,9]-T¢

1
+f 16.(0) — (@[] del?
[0,9]NT,

< nM, [f 2p(®) + &P dr
[Olﬁ]_Ts

1
+f 160 = E @I delp
[0,9]nT,

By taking into account that € is arbitrary, we get for all 9 € T and all
r=>1

16 () = GG < 20M, (f (o) dr .
Since {¢x(1): k = 1} € K., x{G () (®):r = 1} = 0. Thus, for all
9€eT
9
X({f K, —1)é.(Ddr:r = 1})
0

= x{G(E)W):r =1}
< xGE)®) - G(sHW):r =2 1}
< x{GE)W) - 6(HW):r = 1}
< 2n0M; (J (p(@)" dr);
(29) < 277M2XH(Z)||,3||LP(T,R+)-
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Next, we estimate the quantity X({ff K, (9 —
1)Q(Uy, ¢, (Ddr:7 2 1}) From (24), (25), (29) and the fact that
A~%is linear and bounded, we have:
XL”(T,W){UWT,fr: r= 1}

< Nxfw; — gw,) — k1 (@) (wo — g(wy))

k=m

— Z 16 (@ — 9 ) I (wr (97))

k=1

_ fwkz(w - D @drr = 1}
0

= N)({fwkz(w —1)&.(t)dr:r € N}
0

(30) < 2NManxse (DB e r vy
Now, consider the linear continuous operator ©:L%(T,w) —
C(T,E), where ©(h)(9) = [ k(8 — ©)Q(h(x))dz. Then, by
(30), we obtain:

9
X ({f k(9 —T)QUy, ¢, (Ddr: 7 = 1}) = X{Q(Uwr,fr)””
0

>1})
< ||@||XL°°(T,w){Uwr,§r:r >1}
14
G < 22 N2M3n s 1Bl s,

By combining (24), (25), (29) and (31) we obtain:

= max y(K(9)) < max y(H(9)) = max y{y.(9): 7 = 1}

2. @
< 2o (KIZMN1BI] o [+ NZMg 2| < e (KO).
This leads to yp¢(K), and consequently, K is relatively compact.

Step 5. In this step, we demonstrate that, if @ S Bno is compact, then
R(O) isrelatively compact. Let y,, € R(0©),n = 1.Then, there exists
Wp,m =1, such that y,, € R(wy,) . Hence, there exists &, €
T;'Z(-,(Wn)ﬁ) such that, ford € T,
V()

9
K@) o = gWIO) + [ 1,0 =) (50 + @ (V) ) drv € T,

0

Kl(ﬁ)(wo - g(W)) +1,(9 — 191)11(W('91_))

+ J‘Oﬁ Ky (19 - T) ({n(T) + Q (wasrn(‘[))> dT.U € Tl,
ke=m

B @) (wo = 9O + Y 10, = 8w

k=1

+ f: (9 — 1) (fn(‘f) +0Q (an,fn(f))) dr,v € Ty,

We must show that the setZ = {y,:n = 1} is relatively compact in
H. Asin Step 2, it follows that the set Z| 7. is equicontinuous for each
i €Ily . In addition, since @ is compact in H , we
have sup x{wy(6):k =1} = 0, and hence, from (HF3) we get
5€0,9]
fora.e. 9 € T:
28 (9):k = 1} < ){F(r, Wi)9): k = 1}
< B®) oS x{wi)s(0):k = 1}
=B®) sup x{iw(®@+06)k=>1}
1

6€(—,0

=) sup x{w,(6):k =1} =0.
5€[0,9]

Following the arguments in Step 4, we obtains for all 9 €T,
x{n(@):n = 1} = 0, which shows that R(0) is relatively compact.

As a consequence of Steps 1to 5 and Lemma 2, we conclude that the
operator R has a fixed point. Therefore, the problem (1.1) is
controllable.

2.2. Controllability result for the system (2):
Consider the following assumptions:

(HF,)* There exists a function ¢ € LP(T,R*) such that for any
weEpf

(32) F@,wWI| < e@)(1+ |lwl|).fora.e.9 €
T.

(Hg1)* Therearea,d € (0, o) with

(33) HgW) (Ol < aIIwIIﬁw +d,Yw € By.

(HI)* For each i€ I, 1; is continuous and compact and there is
o; > 0, such that

(34) I1:w)|I< ail|w]|,w € E.
(HA)* The linear bounded operator 4: LP (T, X) — E defined by

w
4@ = [ wo(@ - D)
0
has a bounded inverse A™1.
Theorem 2. Assume that (HF,),
(HF)", (HF3), (Hgy)*, (Hgy), (Hgs), (HD)® and (HA) are
verified. Then, the system (2) is controllable on T provided that
@s) 2Man 1B 1oy [ 1+
27 @
N2My 2 ] <1,
and
14
(36)  Mi(a+0)+Msllglliperanyn + My ZN2 [a +
My(a+0) + Mool iy o] < 1

where 77 is defined in the statement of Theorem 1,0 = Y=™ g, and
R > Osuchthat |[[A71]| < Xand ||V]| < K.

Proof. Since the proof is similar to the proof of Theorem1, we will
focus on the difference. Using (HA), for anyw € H and any ¢ €
LY(T,E) with £(9) € F(I9,wg),a.e., we define the control
function z,, ¢ € LP(T,w) by:

Zwe = A w, — g(W]zEO) — K (w)(‘l’(O) - g(W)(O))
= ) @ = B W)

- k=1
B [y k(@ -0é@dr].
Therefore, we can define a multi valued operator R: H — 27 as
follows: letw € #.Afunctiony € R(w) if and only if

(38) % ®) =
0,9 € (—,0],
16 0)(#(0) = gw) (@) + [ 1,0 — DE® + (V) @)dr,v € T,
K, (9) (wo — g(w)(O)) S ACES DA (W(ﬁ{))

16, (9 (P(0) = gw)(0)) + ZHET 16, (9 = 9L (w(B5))

+ fo'g 1,9 — 1) (E(T) + (Vzw,f)(f)) dtveT,i=1,..,m,
where é € T%‘(VW(.)). As above, we can show thatif W is a fixed point
for R, then the function w: (—oo, @] — E, defined by:

_ (Y@ —gw)(®),9 € (—x,0],

w ) ={"" oo € D0,
is a mild solution for Problem (2) and satisfies w(0) = ¥ (0) —
gw)(0) and w(w) =w; — g(w)(0) Let Zo={we
H: ||W|| < r},where T is a positive real number such that
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Q
(39) P <r,

where
0 = My([Iwol| + d) + Myl oty + Mz_R [[ws 1] +

and

w = M(a+ o) + Mpllpllprreyn + Mz—Nz[a + M, (a+
8) + Monllolle(rrt]

Step1. In this step we claim thatR(Zo) € Zy.Suppose w € Z; and
y € R(w).Then, there exists § € ‘E}—( wy) suchthaty satlsﬁes (38).

Since p >; the function T = (9 — 7)¥~! belongs to LP p=1(T —
R*), hence, using (HF,)* and Hélder's inequality, we get:

9 9
I f 12 (8 — DE@dr]| < My(1+7) f @ - D p()dr
0 0
9 y-Dp pT_l
< (1 +Mallollearyy <f ®—-1) Pt dT)
0

(40) < @A +r)Manlloll @), ver -
and

I f 0200 = (V¢ )@l

< sz @® — 1) Y|(Vy,, ) (0| 1dr
(41 = M2||Vzw,§||LP(T,E)77-

Next, according to the definition of Zy g and (40), we get:
||Vzwé| |LP(TE) < ||V||||ZW">;||L”(T,X)

< VAT [[lwl] + |lgw )(O)IQ
+ |IK1(w)|| [1# @] + [lgw) (0)1])

e St - 001l |G|

k=3
f||xz(w—r)||||e(r)||dr]

||w1|| +ar+d +M1(||'P(0)I| +ar+ d) +Mro
+ (1 + )Manllel|errh
42) =g
Combine (41) and (42) to get
9 14
(43) 1y 12 = (V. £)@adrl] < M=
Letd € Ty. By using (40), (43) and (Hg)", we get:
(44) ||y(19)U <M, (|l# ]| +ar +d) + My(1 +
w
@I oy gy + M2 =6

Likewise, by using (Hy)* and (HI)*, we get for all ¥ € Tj,i =
1,2,..,m

< M1(||W0|| +ar+d+ar)
+M,(1+7)|lol|

fnid
warhT T MzTC
oV
= My([Iwol| + d) + M|l g goyn + Mo —= X2 lwa ] +d
+ M1(||Wo|| +d)
+M277||(P||Lp(TR+) +r[M;(a+o0)+
M2||(p||Lp(T]R+)77
(45) +M, —Nz[a +M(a+0)+ M2n||(p||Lp(T .}
In view of (39) and (45), we conclude that R(Zy) S Z,.

Step 2. Letk = R(Z;). By following the same arguments from Step
2 and 3 in the proof of Theorem, one can show that the set k|7, is
equicontinuous for each i € I1y, where

ki ={y" € C(T,,E) y@=y@®,9eT;, , y©)=
97,5 €

and the graph of the multivalued function :R|ZO:Z0 — 2%0 s
closed.

Step 3. Let M € Zo, M = conv({wo} UR(M)),and M = C
with € € M countable. We demonstrate that M is relatively
compact. Because M is equicontinuous on each T, i € My, we only
need to show that M (9) is relatively compact in E. From the
countability of C and € € M = conv({wy} U R(M)), we can
find a countable set H={y,:n =1} S R(M) with C ES
conv({wy} U H). Therefore,

x(M®) < x(CW) < x(HW)) = x{ya(®):n=1}L9 €T.

In the same manner as in the fourth step of the proof of Theorem 1,
we can demonstrate that

_— —w?
Xy @):n 2 13 < xoe(@)2 M| |BI] gy [ + XM =],
Thus, b)l (35), ch(M) =0.
Step 4. R maps compact sets into relatively compact sets.

This can be proven by following the same arguments as in Step 5 of
the proof of Theorem 1.

Finally, by applying Lemma 2, the proof is complete.
Corollary 1. If we replaced (HF;)* with:

(HF,)** Thereisa@ € LP (T, R*) such thatforanyw € E
[IFO,wWI| < 9@®), a.e.d€T.

then, the condition (36) becomes

(46) mm+@+m§vm+mm+m<1
Proof. Let 7 > 0 and suppose it satisfies

(47) < <,
1-M; (a+zr)+M27N2 [a+M;(a+0)]

where
&= M1(||‘P(0)|| + d) + Mon|lolleorrt
Y
(48) + MZ%N2[|IW1I| +d+ M ([lPOI] +d) +
M|l o o]
We just need to check R(By) € By, where By = {w € H: ||w|| <
r}.Letw € Byandy € R(w). Then, thereis ¢ € Tg(_’w(_)) such that

Y satisfies (38). As in Step 1 of the proof of Theorem 2, we obtain the
estimate:

lly@I| < My (|1 )I| + ar + d + or) + My |lol| . o
v :
+ Mzw_C
=M, (|l¥O)I|+ar+d+or)+ lel(pllm(r,na’f)n

Y
+M2w—x2[||w1|| +ar+d+ M (||¥0)] +ar+d)
Y
+ Myro + Man|lol|
= M, ([ O)I] + d) + Malol] ey
s
+M27N2 ||w1|| +d+
M, ([P O)I] + ) + Mol o )
(49) +r[M1(a+cr)+M27N2(a+M1(a+J))]; 9€eT.
It follows from (46)—(49) that R (@) S By.
Remark 1. The controllability of (2) can be achieved by adopting the

LP(T,R+)]'

assumptions and arguments used in Theorem 1. The same applies to
the controllability of (1).

Example
Assume that g: (—0, 0] = (=0, 0] is a continuous function with

L= f_ooo 0(t)dr < m,and et B, be the vector space of all functions
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w: (=00, 0] = E which is bounded and measurable on [—7, 0] for
eachr > 0, and satisfy f_ooo 0(7) supyefrop lIWw@)|| dr < . Itis
known that, BQ is a phase space that fulfils all assumptions of
Definition 1, with the norm given by [lwllp, =
f_ow (1) supge(r,o) [ lw(@)|| dt (Karthikeyan er al, 2021).
let 2={t=(1y,7):t2+12<1}, and E=w=1%(Q) .
Define an operator A: D(A) € E - E by
(50) Alu) == Au—u,
with D(4) = H2(2) N H} (). Itis known that (Ren er af, 2019) A
is a sectorial operator. Let T = [01l,m=20=9,<9;, = % <
Y, = % < 93 = 1, Z be anon-empty, compact and convex subset of
E,v = sup,ez||z||. Consider F: T X B, — Pci(E) defined by:
(51) F(5,¢) ={z€E:z(x) =
A Z,t = (11,7,)}

s(1+[lyl[)

where r > 1 then,

2 1
176wl = sup alle = sup ([ [lzI[* ael?
ZEF(5,) 2EF(P) Jo

-9 1
= [ ad o ange
(1+||1/)||1; 0 Y
(52) <elyl| < e (|Iyl] + 1)
In addition, letd € T, 11,1, € B, and z; € F(I,1P1). Then,

e‘”’ﬂ/riﬂﬁ sup [l1(0)]|w
0€(—00,0]

Zl - " , W € Z
e [t3+13 sup |l ()|lw
0€(—0,0]
Put Zy = ,WEZ

Obviously, z, € F(9,1Y5) and

llz1 — zo|| < e ™[ sup |l (0)]|
6e(—,0]

1
~ sup ||w2(9)||][f |zlde]z
6€e(—,0] Q
=e sup (|[1(OI] —|lw2(O])
6€(—x,0]
<e™ sup [l1(0) — 2 (0)l
6e(—,0]
which yields
(53) h(FQ®, ®,), FO, Py))
<e ™ sup |[$1(8) — ()], VI €
6€(—,0]
T,®,,®, € B,.

’

It follows from (52) that, for any bounded subset, Q,of BQ one has
XF@,0) <e™ sup x(O):p € Q.
6€e(—,0]

Then, assumptions (HF;), (HF,)* and (HF3) are satisfied. Let
9g: B — B be defined by

(54)  gW®) = (w(®)); 9 € (—,0],w € By,

where A >0 and Y:E - E is a linear, bounded and compact
operator. Notice  that  ||g(w)(0)|| < AIY][Iw(0)]] <
1Y 1[[lwl|g,, . Therefore, (Hg,)" is verified with a = A||Y]| and
d = 0. Letw, = win Bg. Then,w,(0) — w(0) in E, and hence
gwp)(0) = g(w)(0). Moreover, if D is a bounded subset in By,
then, from the compactness of 9, the set {g(w)(0):w € D} is
relatively compact in E. So, (Hg,) and (Hgs3) are satisfied. Let
Ii:E — E (i = 1, 2) be defined by

(55) L;(w) = a;Y (w),

where Oj are positive real numbers. Next, suppose V: LP (T, w) —
LP(T,E) is a bounded linear operator such that the operator

A:LP(T,w) — E defined by

(56) A@2) = [} ka(@ — D) () (1)dx,

has a bounded inverse A™1: E — LP(T,w)/Ker(4). Let X > 0
with [JA7|| £ X and ||V|| < X. By choosing 1, 4,9, 63, 0, such
that the inequalities (35) and (36) are satisfied, we can apply Theorem
2. Therefore, the system (2) is controllable, where 4, F, g, I;, V and A
are given by (51) and (53)— (56).

3. Discussion and Conclusion

In recent years, there have been many contributions concerning
various kinds of controllability of different types of differential
equations and inclusions involving fractional derivatives. Some of
these works have considered problems with finite or infinite delay,
infinite delay and impulsive effects. Others have treated problems
generated by semigroups of operators, sectorial operators and almost
sectorial operators. However, to the best of our knowledge, the
controllability of Caputo fractional differential inclusions generated
by sectorial operators and in the presence of nonlocal conditions,
impulses and infinite delay has not yet been treated.

In this paper, we fill this gap and prove the exact controllability of two
fractional differential inclusions generated by sectorial operators in
infinite-dimensional spaces and with impulses, infinite delay and
nonlocal conditions.

We did not assume, similar to Alsaroria and Ghadle (2022), that the
families of operators {x; (9):9 > 0} and {KZ (9):9 > 0}, which
are generated by A, are compact, and this increases the importance of
this work.

Our technique was based on the properties of phase spaces,
fractional sectorial operators, multi-valued functions, the Hausdorff
measure of noncompactness and a fixed-point theorem for multi-
valued functions.

Since fractional calculus has many applications in medicine, energy
and other fields of science, this work contributes to these
applications.

Many directions for future work are possible. Indeed, our technique

can be used to:

a.  Generalise the results in Alsheekhhussain and Ibrahim (2021) and
Kumar er a/. (2022) to the case when the nonlinear term is a multi-
valued function.

b.  Extend the obtained results in Abbas (2020), Almarri and Elshenhab
(2022), Varun eral (2022) and Mohan er a/ (2024), in the presence of
impulses, nonlocal conditions and infinite delay, and when the linear
term is a fractional sectorial operator and the nonlinear term is a multi-
valued function.

c.  Extend the work in both Almarri and Elshenhab (2022) and
Karthikeyan er a/ (2021) when the delay is infinite.

d.  Study the controllability of the considered problem in Raja er al.
(2025).
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